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Resumo

Este trabalho é dedicado à exploração das propriedades de simetria e espectroscopia Raman para o estudo de propriedades vibracionais dos seguintes materiais bidimensionais: alótropos bidimensionais elementares de carbono, fósforo, silício e germânio, e também formas bidimensionais de materiais dicalcogênios de metais de transição (Transition Metal Dichalcogenides).

A pesquisa em alótropos bidimensionais de fósforo, silício e germânio iniciou-se recentemente e informações sobre a simetria dessas estruturas estão começando a serem desvendadas neste momento. Neste contexto, nós desenvolvemos a análise de teoria de grupos para fôtons do centro da zona de Brillouin para novos materiais bidimensionais de fósforo (Fosforeno), silício (Siliceno), germânio (Germaneno) e estanho (Estaneno). Os aspectos de simetria relacionando as estruturas desses materiais com a estrutura do grafeno são analisados, assim como a relação grupo-subgrupo entre alguns alótropos. Variações de simetria relacionadas ao número de camadas foram detectadas e as representações irreduzíveis das vibrações da rede são apresentadas, assim como a análise da atividade dos modos (regras de seleção) e os efeitos do estiramento uniaxial aplicado em monocamadas. Estes resultados fornecem estratégias para a identificação da orientação cristalográfica e observação de efeitos como a geração de segundo harmônico nessas estruturas.

Nós também fizemos uma análise de teoria de grupos para materiais dicalcogênios de metais de transição, neste caso para todos os pontos da primeira zona de Brillouin. A atividade dos modos no centro da zona (Γ) é comparada com os casos dos materiais de proporções 3D (Bulk), sendo que a quebra de simetria proporcionada pela esfoliação é discutida. Estes resultados são aplicáveis a uma família de mais de 30 materiais dicalcogênios de metais de transição laminares, na interpretação de resultados experimentais, atribuição de modos e também análises onde outras simetrias são quebradas. Dentre esses materiais, alguns vem sendo amplamente estudados, como o dissulfeto de molibdênio (MoS₂), disseleneto de molibdênio (MoSe₂), dissulfeto de tungstênio (WS₂) e disseleneto de tungstênio (WSe₂), por exemplo. Nós apresentamos aqui os resultados de um estudo utilizando a Microscopia de Força Atômica (MFA), fotoluminescência, geração de segundo harmônico
(GSH) e espectroscopia Raman para poucas camadas de WSe₂, para as quais a susceptibilidade não-linear de segunda ordem ($d_{eff}$) é encontrada e a presença ou ausência da simetria de inversão é estudada. Por outro lado, o estudo materiais como o disseleneto de nióbio (NbSe₂), que apresentam propriedades como ondas de densidade de carga (ou Charge Density Waves-CDW) é comprometido pela sua instabilidade em condições ambiente de medidas. Apresentamos aqui os resultados preliminares de um estudo utilizando espectroscopia Raman e microscopia de força atômica (ou Atomic Force Microscopy-AFM) em amostras esfoliadas de NbSe₂. O dano gerado pela radiação do laser utilizado nos experimentos Raman é estudado por meio do acréscimo de potência em sucessivas medidas. O encapsulamento das poucas camadas de NbSe₂ utilizando nitreto de boro hexagonal (h-BN) é utilizado como estratégia na diminuição dos danos gerados pelo laser na amostra.

Finalmente, formas de grafite e grafeno já foram estudadas amplamente na literatura. Aqui, apresentamos um trabalho que utiliza o conhecimento disponível em espectroscopia Raman de materiais nano-estruturados de grafite (nanografites) para a discussão do nível de cristalinidade (tamanho do cristalito, $L_a$) do material de carbono encontrado nas Terras Pretas de Índio, solos de origem antropogênica e de notória fertilidade. Estes resultados indicam o tamanho ideal em que as partículas de carbono se apresentam, de forma a assegurar sua persistência estável no solo e, ao mesmo tempo, agregar nutrientes em sua estrutura. A necessidade de um modelo para explicar melhor o regime de cristalitos menores que 10 nm motivou um segundo trabalho sobre espectroscopia Raman em nanografites. Neste trabalho, a razão entre as áreas integradas das bandas $D$ (gerada pela presença de desordem) e $G$ (gerada pelo estiramento dos átomos no plano do material), $A_D/A_G$, e o nível de desordem introduzido pela borda dos nanografites são relacionados por um modelo geométrico. Este modelo ajusta os dados Raman para três linhas de laser na faixa visível, incluindo o regime de pequenos tamanhos de cristalitos. Como resultado foi possível obter ainda informações fundamentais como o comprimento de coerência de fônons, que foi encontrado aqui como sendo 32 nm, um valor corroborado por medidas experimentais recentes da literatura.
Abstract

This work is devoted to the exploitation of the symmetry properties and a Raman spectroscopy investigation of the vibrational properties of the following two-dimensional materials: two-dimensional elemental allotropes of carbon, phosphorus, silicon and germanium, and for two-dimensional transition metal dichalcogenides.

The research of two-dimensional elemental allotropes of phosphorus, silicon and germanium is a recent subject and information about the symmetry of these structures are just appearing at this moment. In this context, we developed a group theory analysis for Brillouin zone center phonons for the new two-dimensional materials of phosphorus (Phosphorene), silicon (Silicene), germanium (Germanene) and tin (Stanene). The symmetry aspects relating these material’s structures with the graphene structure are analyzed, as well as the group-subgroup relations between some allotropes. Symmetry variations related to the number of layers were detected and the irreducible representations of lattice vibrations are presented, as well as the analysis of the vibrational mode activity and the effects of uniaxial strain applied to monolayers. These results provide strategies to the identification of the crystallographic orientation and the observation of effects like the second harmonic generation in these structures.

We also developed a group theory analysis for transition metal dichalcogenides, and in this case for all points in the first Brillouin zone. The mode activity in the zone center (Γ) is compared to the bulk precursors of these materials, and the symmetry breaking related to the exfoliation is discussed. These results are applicable to a family of more than 30 layered transition metal dichalcogenides, in the interpretation of experimental results, in the assignment of phonon modes and to the analysis of other symmetry-breaking effects. Within these materials, some of them are now being widely studied, like molybdenum disulfide (MoS$_2$), molybdenum diselenide (MoSe$_2$), tungsten disulfide (WS$_2$) and tungsten diselenide (WSe$_2$), for example. We present here the results of a study using Atomic Force Microscopy (AFM), photoluminescence, second harmonic generation (SHG) and Raman spectroscopy for few-layer WSe$_2$, in which the second-order nonlinear susceptibility ($\chi^{(2)}$) is found and the presence or absence of inversion symmetry is studied. From another
side, the study of materials like niobium diselenide (NbSe$_2$), which present properties like Charge Density Waves (CDWs) is compromised by its instability in measurements under ambient conditions. Here we present the preliminary results of a study making use of Raman spectroscopy and AFM in NbSe$_2$ exfoliated samples. The damage induced by the laser radiation used in the Raman experiments is studied by means of the increase in laser power in successive acquisitions. The encapsulation of few-layer NbSe$_2$ by using hexagonal boron nitride (h-BN) is used as a strategy for decreasing of the damage generated by the laser in the sample.

Finally, graphite and graphene have been extensively studied in the past literature. Here, we present a work using the knowledge about the Raman spectroscopy in nano-structured graphite (nanographite) to discuss the crystallinity (the size of the crystallite, $L_a$) level of the carbon content found in the Terra Preta de Índio, soils of anthropogenic origin and with notorious fertility. These results indicate the ideal size in which the carbon particles appears, in order to ensure its stable persistence in the soil and, at the same time, to aggregate nutrients in its structure. The need for a model for a better explanation of the crystallite regimen smaller than 10 nm motivated a second work about the Raman spectra in nanographites. In this work, the ratio between the integrated areas of Raman $D$ bands (generated by the presence of disorder) and $G$ bands (generated by the stretching of atoms in the material’s plane), $A_D/A_G$, and the degree of disorder introduced by the edges of nanographites are related by a geometric model. This model adjusts the Raman data for three laser lines in the visible range, including the small crystallite regime. As a result it was possible to obtain fundamental information, like the phonon coherence length, which is found here to be equal to 32 nm, a value supported by recent experimental data in the literature.
Chapter 1

Introduction

With the experimental realization of graphene samples, it became possible not only to exploit the special physical properties of graphene but also its technological applications. As the field developed, the discovery of other 2D materials occurred and this opened up access to a plethora of combinations of electrical, optical, mechanical and chemical properties. Graphene is introduced here as the precursor of the advances in synthesis, characterization and fabrication techniques that are being progressively applied to new 2D materials beyond graphene. There are large investments being made around the world to develop graphene and other 2D research areas and to boost its use in technology.

In this thesis, the vibrational and symmetry properties of different 2D materials are studied and sometimes a parallel is established with graphene properties. Furthermore, graphene is the building block of nanographite, which is used for the modeling of the carbonaceous content of Terra Preta de Índio (Indian Dark Earths) and for the exploitation of the fundamental nature of Raman light scattering in this defective system.

In this introductory chapter, the first section is devoted to the analysis of investments and future prospects for graphene and new 2D materials in the world and specifically in Brazil. The subsequent sections introduce each one of the specific materials studied in this thesis. The last section is an outline of the thesis.
1.1 Perspectives on graphene and other 2D materials research and technology investments

The recent work of Novoselov, Geim and colleagues on the separation and characterization of graphene [1], the atomically thin layer of hexagonally arranged carbon atoms, has attracted exceptional attention from the scientific community because of the implications of graphene and other 2D layered materials on both basic science research and applications possibilities. The Nobel Prize winners of 2010, Geim and Novoselov, opened new possibilities for graphene, and recently heavy investments have been made around the world to introduce graphene-related materials technology to many industries. Within this exciting scenario, the path taken by graphene investigators is currently being hastened by the increased research interests in the 2D world beyond carbon atom arrangements, including other layered materials like ionic solids (Ruddlesden-Popper perovskite-type structures like KLn2Ti3O10, KLnNb2O7, RbLnTa2O7 (Ln denotes the lanthanide ion), metal oxides like LiCoO2 and Na2Ti3O7), van der Waals solids like hexagonal boron nitride (h-BN), Bi2Te3, Sb2Te3 and transition metal dichalcogenides like MoS2 [2]. The transition metal dichalcogenides, for example, form a set of more than 30 layered solids with a large varieties of optical, thermal, mechanical and electronic properties, offering even more possibilities for technological applications [2–4].

From a scientific standpoint, the reduction of the sample size in terms of one or a few 2D layers in graphite, reaching graphene in the monolayer limit, opened the possibility to explore many new physical phenomena, such as the study of Dirac-like particles in condensed matter systems [5] and the unusual quantum Hall effect which is observed when electrons (here behaving like Dirac fermions) are under the influence of a magnetic field [6, 7]. This two-dimensional form of organization of carbon atoms with sp2 hybrid bonds has been studied theoretically since 1947, when Wallace proposed the linear dispersion relation [E(k)] for monolayer graphene [8]. Nevertheless, evolution of the synthesis and characterization of carbon materials (on both a micro and nanoscale) went through several stages, during the last 50 years to reach their present level of sophistication [9]. As principal developments, we can cite the graphite intercalation compounds studies in the 70’s [10], carbon fibers in 80’s [11, 12], the fullerene discovery in 1985 [13] by Kroto, Curl and Smalley (the first time that a molecular level carbon nanostructure was discovered), the single wall carbon nanotube identification in 1993 by Iijima [14] and also by the IBM
group [15], and, finally, the single layer graphene separation by Novoselov and Geim, in 2004 [6, 16]. Graphene is the basic building block of several carbon nanomaterials. Graphite can be seen as the piling up of many graphene layers; fullerenes and nanotubes can be considered as the cutting and rolling up of graphene. In viewing nanocarbons broadly we can say that developments in understanding graphene have generated major advances in other nanocarbonaceous materials research.

Properties like high in-plane mechanical strength, optical transparency, high thermal and electrical conductivity and the miniaturization possibility due to graphene’s 2D character have attracted significant attention for technological applications. Furthermore, the carrier mobility in suspended graphene reaches values higher than 200,000 $cm^2/V.s$ [17], but on SiO$_2$ the mobility is reduced to 10,000 $cm^2/V.s$ [1], due to defects and scattering through interaction with the substrate. Large area graphene can be synthesized by chemical vapor deposition (CVD) or by epitaxial growth on the Si face of a SiC wafer, but in such materials the mobilities are reduced to 1,500 $cm^2/V.s$ [18] due to materials processing defects and grain boundary scattering. Even with these difficulties in graphene-substrate integration, the mobilities are still high enough to be attractive for device applications, so that, for example, wafer-scale epitaxial graphene has been used to produce 100-GHz transistors [18]. Other examples of graphene’s capabilities are its use as transparent conductors in touch-screens, solar cells and light-emitting diodes, where its high transparency and low sheet resistance are exploited [19]. Despite these advantages, the lack of a natural band gap in graphene has promoted efforts to prepare other ultra-thin 2D layered materials which do have band gaps convenient for optoelectronic applications.

The fast developments in research and applications of graphene and other layered materials have recently triggered a wave of investments around the world, heading toward a new technological revolution. In January, 2013, the European Commission elected graphene to be one of Europe’s 10-year 1 billion euro Future Emerging Technology (FET) flagships. The first 30-month-budget of 54 million euro will be distributed between 126 academic and industrial research groups (from 17 European countries), and more groups will be included in a second phase of this Graphene Flagship Program [20]. With the aim of developing new batteries and synthesis methods as well as other layered materials and fast and flexible electronic and optical devices, these efforts constitute a considerable mobilization of research activity and resources to bring one specific technology from the laboratory to industry. As another example, South Korea is investing US$ 200 million
in graphene research since 2012 [21], where significant contributions come from private industries like Samsung. The United Kingdom has invested a more modest amount (50 million euro) at the beginning of 2012 [22]. Singapore already has its Graphene Research Centre [23], and is becoming a significant graphene research player in this international activity.

In Brazil the efforts in graphene research are included in the proposal for establishing a national institute of science and technology for carbon nanomaterials, the \textit{INCT de Nanomateriais de Carbono}. Created in 2008, this initiative has the Physics department of the Federal University of Minas Gerais as the base institution and includes 19 other institutions around the country [24]. The goal of this institute is to develop synthesis methods for carbon materials, research on fundamental physical phenomena, application in electronic devices and sensors, and possibly also toxicity studies of the materials under investigation. Recently the creation of the Carbon Nanotube Technology Center was signed, with initial support of 30 million Reais, coming from Petrobras, Intercement and BNDES. This center will develop technologies of carbon nanotube-related materials, including graphene and other 2D materials.

It is also important to cite the involvement with graphene of the Brazilian National Institute of Metrology, the INMETRO (\textit{Instituto Nacional de Metrologia, Qualidade e Tecnologia}) [25] with graphene, where nanometrology and applications research are both developed with a view towards providing a scientific base for nanomaterials standards. Figure 1.1 is based on a literature research taken from the Web of Science about Brazilian publications in the field of graphene, showing the most productive Brazilian institutions in this research area. Using the theme “graphene” and the address “Brazil”, a total of 639 publications are found, the majority published by these 15 principal centers, and the distribution of publications among these Centers shows the prospect for where scientific advances in graphene research (and recently for other 2D materials) are likely to happen in Brazil.

Another initiative for graphene development in Brazil will be implemented in a specialized center for graphene-based photonics development at São Paulo’s Mackenzie Presbyterian University, in the MackGrafe \textit{Centro Mackenzie de Pesquisas Avançadas em Grafeno e Nanomateriais}. US$ 15 million (in addition to budgets from the São Paulo Research Foundation, FAPESP) [26] will be spent in building the Center and in the development
of graphene-based optical fibers and lasers. With expertise in the development of digital systems for TV and communications, the Mackenzie University is an engineering institution with a good reputation and may provide a favorable environment to put Brazil into the international graphene technological race.

Traditionally, Brazilian science is based on academic research with a small transfer of laboratory technologies to industry. It is ranked as the 13th country in the numbers of research papers [27], but in numbers of patents and patent applications, the Brazilian contribution has less impact (for example, see Ref. [28] for an annual comparison of Brazilian
patents and those from other countries that are filed under the Patent Cooperation Treaty - PCT). The Carbon Nanotube Technology Center and the MackGrafe Centre’s goal is to construct an intellectual property culture in graphene-related technology and to transfer their technology to the adjacent Technology Park, though this goal yet remains to be implemented. In this way it is hoped to increase the Brazilian participation in patents issued and in developing an entrepreneurial feeling among its scientists. From this perspective, the graphene development efforts go beyond scientific discovery and into leveraging a new approach to strategic research and technological investment.

After more than eight years of accumulated knowledge on graphene (synthesis, characterization, transfer processes and devices applications), this collective experience is now being applied to other forms of two-dimensional materials, such as “van der Waals solids” whose neighboring layers are weakly bonded [2]. Among these new possibilities are the transition metal dichalcogenides (TMDCs). These constitute one class of laminar materials of the form MX$_2$ (or X-M-X), where “M” stands for the transition metal atoms of groups (IV, V, VI, VII and X), and “X” represents chalcogen atoms (S, Se, Te) [4] (see Section 4.2 for figures illustrating this material). In the most common TMDCs two hexagonal planes of chalcogen atoms are arranged around a plane of intercalated metal atoms, generating different polytypes depending on their stacking order and metal atom coordination [3, 29, 30]. There are more than 30 varieties of TMDCs, and they show a large variety of electrical behaviors, including metal, insulating, semimetal, semiconductor varieties. Exotic strongly correlated electron phenomena, like charge density waves and superconductivity are observed in some metal dichalcogenides [31, 32], thereby increasing interest in basic studies of TMDCs.

The TMDCs show some special characteristics differing from graphene and it can be used in applications involving several different layered materials, thereby introducing different functional possibilities, especially when different layer thicknesses are considered. The bulk form of molybdenum disulfide (MoS$_2$) is a semiconductor with an indirect band gap of 1.2 eV. With the decrease in layer number, there is a resulting increase in electron confinement which changes the electronic structure. In the monolayer limit, MoS$_2$ has a direct band gap of 1.9 eV [3]. This generates the appearance of strong photoluminescence in monolayer MoS$_2$. The direct gap in the monolayer is very interesting for optoelectronics applications, where miniaturized, flexible and transparent devices can be designed to produce, detect or control light.
The band structure dependence with thickness is predicted for other MX$_2$ compounds with M = Mo, W and X = S, Se, Te and, besides the number of layers, strain engineering can be used to control the band structure and optical properties [33]. The natural band gap present in these materials is desirable for transistor applications. The availability of layered materials with natural band gaps is important because the procedure of band gap engineering in graphene reduces carrier mobilities and increases the complexity of the production process, besides the complexity of requiring high voltages for operation.

Figure 1.2 shows a literature research in the ISI Web of Knowledge using the term “Transition metal dichalcogenides”. The numbers of publications (“a”) and citations (“b”) in each year are increasing progressively (in red in Fig. 1.2). In the 70’s and 80’s, bulk transition metal dichalcogenides materials were extensively characterized and important advances were achieved by intercalation with lithium and by chemical exfoliation, eventually reaching the single-layer level. The intercalation with other species was developed during the 90’s. From 2010 until now, there has been an increasing interest in the monolayer version of these materials, as can be seen by the green bars of Fig. 1.2. These data give insight into the tendency of research directions and calls attention to the necessity for specific investments in these materials.

The recent announcements of investments (in Brazil and worldwide) in graphene are important initiatives to ignite a possible technological breakthrough. As an off-shoot of the developments in graphene, these new nano-materials are now being widely studied, and increasing specific investments in the TMDCs would also be valuable to make this process move faster in Brazil. The scientific discovery process should influence directly where governments make their investments, especially in the case of a strategic issue like these layered materials. Some 2D materials share unusual properties with graphene, but since the TMDCs constitute a large variety of atomic species and structural organizations, atypical and specific phenomena, not found in graphene, can be exploited in TMDCs to generate technologies that can be integrated with graphene, in the emerging van der Waals heterostructures research area.
Figure 1.2: Literature research in the ISI Web of Knowledge using the terms “Transition metal dichalcogenides” and “Monolayer transition metal dichalcogenides”, in all databases. “a” is the total number of publications and “b” the total citations (per year). The red bars are for “Transition metal dichalcogenides” and the green are for “Monolayer transition metal dichalcogenides”. The bars represents publications in an one year period. Data acquired on November 06, 2014.
1.2 2D phosphorus allotropes

Bulk phosphorus allotropes have been studied for 100 years [34, 35], but it is only in the post-graphene era that their notable few-layer induced novel properties were placed under scrutiny. The two-dimensional (2D) monolayer counterpart of bulk black phosphorus (the A17 phosphorus phase [36]), also called phosphorene (including the recently proposed "blue phosphorene" [37, 38]), and the few-layer related systems have generated intense theoretical and experimental efforts addressing their optical [37–43], mechanical [42, 44, 45], thermal [45–47] and electrical [48–53] properties. Their structure is puckered, resembling graphene’s honeycomb lattice (see Chapter 3 for figures illustrating the different allotropes). Black phosphorus (black P) has shown highly anisotropic properties [37, 40, 44–47, 50], in addition to a band gap that increases with a decreasing number of layers [from 0.3 eV (bulk) to 1.45 eV for the monolayer [40, 43, 49]]. The role of strain in 2D structures is another relevant aspect and it has been shown to be valuable to tune optical properties [37, 54–56].

Symmetry analysis has been used to understand the electronic structure of monolayer black P [57], and the Raman spectra of few-layer black P [58]. Blue phosphorene (blue P), which was found to be symmetrically compatible with the A7 arsenic phase of phosphorus [36, 59–61], is expected to exhibit a fundamental band gap that exceeds 2 eV [37, 62], while strain could be valuable to tune the band gap over a wide range of values [37, 62]. A conversion route between the black and blue monolayer allotropes was already proposed, with stability and compatibility as in-plane heterostructures [37, 62].

Other two-dimensional (2D) elemental structures, like the Si, Ge and Sn analogs of graphene (silicene, germanene and stanene, respectively), have the same lattice structure as the blue P monolayer and were recently synthesized [63–66]. The phosphorus, silicon and germanium 2D allotropes are recent discoveries with prospects for different properties from those observed in graphene, like the anisotropy in the case of Black P, for example. At this stage, information about symmetry and vibrational modes of this systems is still missing and such information is desirable to keep the field advancing forward.
1.3 2D Transition metal dichalcogenides

The interest in two-dimensional (2D) layered materials increased after the successful isolation of monolayer graphene (the 2D component of graphite) reported in 2004 [1]. As previously commented in Section 1.1, other classes of 2D materials are now also being intensively studied for many different applications, motivated mainly by the need of a band gap.

Transition metal dichalcogenides (TMDCs), such as MoS$_2$ and WSe$_2$ [67–69] offer a wide range of compounds and combinations with potential use in the emerging field of 2D heterostructures [70] (for example, tunable optoelectronic properties are obtained by a suitable choice of component layers [71, 72]). The layered TMDCs are found in the $MX_2$ form, in which the $M$ and $X$ atoms are strongly linked through covalent bonds to form 2D layers. Two adjacent sheets of chalcogen atoms are separated by a sheet of transition metal atoms, and the “monolayer” is actually composed of an atomic trilayer (TL) structure. The interactions among these trilayers are weak van der Waals interactions, and then they can be easily mechanically exfoliated. The difference in the stacking order gives rise to different polytypes, increasing even more the variety of properties to be exploited in these materials (see Section 4.2 for an illustration of each structure). Some of these materials, like Niobium Diselenide (NbSe$_2$) show new phenomena at low temperatures, like Charge Density Waves (CDWs), a translational broken (or reduced) symmetry ground state originating from a Peierls instability in some layered materials [73]. This phenomenon is not well understood until now, and the lower dimensionality of few-layers is expected to exhibit new information about its origin.

Raman spectroscopy in TMDCs is a broadly used fast and reliable method to identify the number of layers in samples. The distance between the $A_{1g}$ and $E_{2g}^2$ phonon modes is routinely used for this purpose in the case of MoS$_2$, for example (see Appendix D, Section D.6). The effect of strain in these structures shows modifications in the Raman spectra with the breaking of peak degeneracies and frequency shifts that can be used to provide a reliable measurement of strain [55, 56, 74]. From this perspective, Raman spectroscopy and symmetry analysis are valuable in practical purposes, and in this thesis we study the symmetry modification induced by the lowering of symmetry which occurs when dealing with few-layer TMDCs, for different stacking arrangements. Symmetry variations and differences in Raman selection rules are commented using group theory.
and Raman measurements. The group theory as presented here can be applied to more than 30 different layered TMDCs for phonon mode assignments and for prediction of symmetry-related properties, including reciprocal lattice points beyond the Brillouin zone center.

1.4 Nanographites and the Terra Preta de Índio (Indian Dark Earths)

Carbon is well recognized as a highly versatile element which can be organized in the form of fullerenes, nanotubes, graphenes, amorphous carbons and nanographites. This character arises from the different proportions of sp, sp$^2$ and sp$^3$ bond hybridizations, and the outcome of this mixture is the existence of materials with different mechanical, electronic and optical properties. Another possibility of customization for these materials is by the introduction of specific defects into its lattices.

Nowadays Raman spectroscopy is routinely used for the characterization of graphitic materials due to its non-destructive, reliable, fast and simple sample preparation character. The work of Tuinstra and Koenig in the beginning of the 70’s was the first systematic analysis of the Raman spectra of graphite and nanographitic structures [75]. The intensity ratio between the defect induced band (D band, \( \cong 1350 \text{ cm}^{-1} \) with a 514nm laser line) and the in-plane tangential stretching mode (G band, \( \cong 1580 \text{ cm}^{-1} \)) was used as a measure of the crystallinity of nanographite materials, being found to be proportional to the reciprocal of the in-plane crystallite size \( (L_a) \) for values beyond 20nm. It was observed that the dependence of this intensity ratio with the excitation laser energy \( E_l \), explained in Refs. [76] and [77], shows a behavior given by \( I_D/I_G \propto 1/E_l^4 \) [78–82].

The different relations observed in the intensity or area ratios between the D and G bands, the bands positions and the full width at half maximum intensity have been used to classify carbonaceous materials according to their structural organization [75, 76, 81–84]. Ferrari and Robertson [81, 82] proposed one stage model to describe the structural amorphization starting from the totally structurally organized graphite (stage I), the transition to amorphous carbons (stage II) until reaching the tetrahedral amorphous carbon (ta-C, stage III), where sp$^3$ bonds rather than sp$^2$ bonds are predominant. Studies using nanographitic materials for structural models for the disorder in bulk carbonaceous
materials started to appear [85, 86]. The $I_D/I_G$ ratio (or the area ratio $A_D/A_G$) have also been used to characterize point defects induced by Ar$^+$ bombardment of graphene [83, 84, 87, 88]. Nevertheless, there are considerations that need to be taken in account, namely that the nature of the defects is different in each case [83, 84]. The use of Raman spectroscopy for the analysis of carbon-related materials remains a source of new approaches and findings in these fundamental aspects with the development of the Raman technique.

The knowledge about the Raman spectra of nanographite samples can be used to characterize the carbon content in other materials, like for example the Terras Pretas de Índios (TPIs or Indian Dark Earths). The Terras Pretas de Índios are extremely fertile soils found in Northern Brazil [89], in patches with average size of 20 ha [90]. The origin of this material may be anthropogenic from Pre-Columbian civilizations [91], and occurs from an accumulation and burning process of organic matter both intentionally or as a by-product of the occupation of these areas. Unlike the soils found in adjacent regions marked by low nutrient retention due to heavy rains, high temperatures, and humidity that eventually accelerate the organic matter degradation, the TPIs show high stability and recalcitrance [92–94], keeping them fertile even after several years.

Previous studies performed by $^{13}$C Nuclear Magnetic Resonance, comparing the soil organic matter of TPIs with that found in adjacent soils, have shown higher amounts of aromatic structures, and the process of burning (charring) of organic matter is responsible for the formation of such structures [95, 96]. The large amount of black carbon (up to 70 times more than in adjacent soils) [97] has been related to the stability of the soil organic matter. Such stability is essential to maintain the long-term productivity and to improve the cation exchange capacity [93], which is essential to increase the nutrient retention in the highly leached soils of tropical regions.

The artificial reproduction of Amazonian anthropogenic TPI soils has been the subject of many studies to improve soil quality [92, 98–101]. Furthermore, the model of slash and burn is the outlook for the stock of carbon from the atmosphere through the burning of organic matter under controlled conditions, which may help to reduce the human activity effects on the environment due to the greenhouse effect [100–102]. Unfortunately the knowledge of how the TPI soils were produced has been lost [90, 103].

Structural information about the carbon materials found in the TPIs (from now on called
TPI-carbons) helps to reveal the origin of this material and to explain its superiority in terms of fertility (TPIs have a twofold higher cation exchange capacity than adjacent soils with the same amount of carbon [93]). The nanographite can be used as a model to extract information about the crystallinity of these TPI-carbons. Recent studies [85, 86, 104] have shown that the dominant structure of the TPI-carbons is convenient to promote a balance that ensures, at the same time, the reactivity of the soil (necessary to an optimal flow of nutrients between the soil and plants) and the differentiated stability that sustains the quality of these sites for periods of millennia [85, 101, 103, 105].

1.5 Outline

This thesis is dedicated to the study of general symmetry aspects of the structure of 2D materials like the elemental allotropes of phosphorus, silicon and germanium, and for the TMDCs, focusing in the symmetry of their atomic vibrations and making use of group theory and experimental measurements of Raman spectroscopy. In addition, nanographite samples with an in-plane crystallite size $L_a < 10$ nm are studied and used as a model for defective graphitic carbon in the treatment of carbonaceous materials found in high-fertility anthropogenic soils. In Chapter 2, the basic aspects of group theory are presented, and the methods for the lattice vibration analysis are explained by making use of the graphene and graphite cases, which are broadly explored in the literature. Appendix A gives the character tables used in the explanations of Chapter 2.

In Chapter 3 a group theory analysis about the zone center phonons of 2D phosphorus allotropes (black phosphorene and blue phosphorene), silicon and germanium systems is presented, taking into account two different stacking orders and the number of layers ($N$) for these materials. The symmetry relation with the graphene space group is established, and the phase transition between black and blue phosphorene is discussed. Symmetry variations are detected depending on the number of layers, the strain effect is analyzed by the correlation of the irreducible representations of the strained and unstrained structures. This work gives information which can then be used to characterize the number of layers, crystallographic orientation and even the observation of nonlinear phenomena like second harmonic generation in these structures, since the symmetry variation is accompanied by the presence or absence of inversion symmetry in some systems. Appendix B gives extra information about the symmetry study of Chapter 3, like eigenvectors for monolayer
allotropes, mode activity and character tables with basis functions.

Chapter 4 is a group theory study of phonons in 2D TMDCs for all the points of the Brillouin zone. The irreducible representations for the TMDCs of three different polytypes are obtained depending of the number of layers and compared with the respective bulk precursors. Different modes are observed for few layer and for bulk materials due to the breaking of the translational symmetry in the direction perpendicular to the layers, when the material is exfoliated. The activity of the zone center modes is discussed and the Raman tensors are given for these structures. This study furnishes important information which can be used for the correct interpretation of experimental results and mode assignments in a family of more than 30 layered materials. Also, the results are valuable for further analysis of symmetry-breaking in these materials. Appendix C presents the irreducible representations for bulk TMDCs materials and the character tables with base functions for the work developed in Chapter 4.

In Chapter 5 the preliminary results of a work on WSe$_2$ TMDC using AFM, photoluminescence at low temperatures, second harmonic generation (SHG) and Raman spectroscopy for few-layer identification are presented. The second-order nonlinear susceptibility ($d_{eff}$) is found to have a value which is three orders of magnitude higher than for other usual nonlinear crystals. Nonlinear phenomena are not the main subjects of this thesis, but its relation with symmetry variations for different numbers of layers (specifically the presence or absence of inversion symmetry) is a result that is explored in Chapter 4.

Chapter 6 shows the preliminary results of a work still in progress about the study of few-layer niobium diselenide (NbSe$_2$) Raman spectrum. Raman spectroscopy, Atomic Force Microscopy (AFM) and Optical microscopy were used in the identification of few-layer NbSe$_2$ samples. The Raman spectra were acquired at ambient and low temperatures and with increasing laser power to gather information about the laser damage to these samples. The fabrication of a heterostructure, in which the NbSe$_2$ few layers were covered with a hexagonal boron nitride (h-BN) few layer was used as one strategy to avoid sample damage, and Raman spectra are commented. The CDW structural transition expected for this material for temperatures lower than $T < 33K$ is discussed using Raman spectra of few-layer samples and the perspectives for future work are pointed out.

In Chapter 7 the previous knowledge of Raman spectroscopy in nanographite is used to analyze the carbon content of anthropogenic soils with high fertility. The Raman signature
of nanographitic samples with a well known $L_a$ is used to model the structural degree of crystallinity of the TPI-carbon. This work shows that Raman spectroscopy can give new insights about the ideal crystallite size of the soil carbon content. The need of a model for a better understanding of the Raman spectra of carbon particles with $L_a < 10$ nm motivated a second work that is presented in Chapter 8. In this Chapter we use multiple laser lines (457, 532 and 633 nm) to analyze the Raman response of nanographitic samples with different $L_a$ sizes. In these samples, the defective region is the edge of each crystallite, which increases with decreasing $L_a$. A geometrical model is used to describe the evolution of the amorphization of samples by making use of the ratio of the integrated area of the peaks D and G ($A_D/A_G$), adjusting the regimen of small crystallites. This Chapter gives a unified description about the Raman spectra for nanographites (or nanographenes) for a regimen not previously treated.

Finally, in Chapter 9 the main conclusions and perspectives about this thesis are summarized. In Appendix D the fundamental theoretical aspects of Raman scattering in crystals are presented for both macroscopic and microscopic approaches. The selection rules for these processes are discussed. The Raman signatures of graphitic carbonaceous materials, phosphorus and TMDCs are presented and commented upon. In the last section of this appendix, the experimental aspects of Raman measurements are commented, explaining the details of the equipments used in the experimental part of this work. Appendix E lists the publications related to this thesis.
Chapter 2

Group theory basic concepts and their use in graphene and graphite

This chapter is devoted to the presentation of some basic definitions of group theory, by making use of examples like the $C_{3v}$ point group and the $D_{6h}$ graphene’s space group. This information will be used to understand the vibrational modes which are Raman active for the two- and three-dimensional lattices of the materials studied in this thesis. The considerations presented here are of fundamental importance for understanding the next chapters, in which the group theory for phonons is developed, selection rules are presented, and Raman spectra are analyzed.

2.1 Group theory basic definitions

Basic definition: The symmetry of molecules and crystals is expressed by their set of symmetry operations. When a symmetry operation acts on an object, its final geometric configuration is indistinguishable from the initial setting. In a solid, the atomic sites are invariant under the symmetry operations. The set of symmetry operations form a group $G$ by satisfying the following conditions:

1. The product of two elements of the set is itself an element of this set. The set is therefore said to be closed under multiplication, and relations like $AB = C$ are verified for all elements in the set;

2. The associative rule is valid to all elements, so $(AB)C = A(BC)$;
3. The existence of an identity element $E$, and the product of this element by any other element leaves the initial element unchanged: $AE = EA = A$;

4. The existence of an inverse element $A^{-1}$ to each element $A$, such that $AA^{-1} = A^{-1}A = E$.

Matrix representatives: The action of the symmetry operations on a basis vector $\langle x, y, z \rangle$, giving origin to a new vector $\langle x', y', z' \rangle$, can be expressed by squares matrices, composing a set of matrix representatives $\Gamma$ of $G$. To find these matrix representatives, it is necessary to find the matrices that obey the same multiplication table as for group elements. The matrix representative for a symmetry operation $R$ is given by the square matrix $\Gamma(R)$ in which a set of basis functions $u = (u_1, u_2, ..., u_m)$ are transformed by the operator of the symmetry operation $R$ $[D(R)]$ as [107]:

$$D^{(R)}u = \Gamma(R)u,$$

with the property $\Gamma(R)\Gamma(R') = \Gamma(RR') = \Gamma(R'')$ $(R, R', R'' \in R)$. Using the initial basis $\langle x, y, z \rangle$, the symmetry operation $R$ changes this basis to a new one, $\langle x', y', z' \rangle$, as

$$\langle x', y', z' \rangle = \langle x, y, z \rangle \Gamma(R),$$

with $\Gamma(R)$ being the matrix representative of the operation $R$. The number of rows and columns of the matrix representative gives its dimension, $l$.

Figure 2.1 exemplifies the symmetry operations of a pyramid based on an equilateral triangle ($C_{3v}$ point group) and its matrix representatives. Figure 2.1 (a) shows the three vertical mirror planes, $\sigma_d$, $\sigma_e$ and $\sigma_f$, containing the $\hat{z}$ axis, represented by lines in the $xy$ plane. In addition, the identity operation $E$ exists, and it is possible to perform rotations around the $\hat{z}$ axis by $2\pi/3$ in the clockwise ($C^+_{3v}$) or counterclockwise ($C^-_{3v}$) orientation.

1The entries of a multiplication table are built as follows: the entry at the intersection of the $g_i$th row and the $g_j$th column is the binary product $g_ig_j = g_k$, in which $g_i$ and $g_j$ are square matrices and the usual row $\times$ column law of matrix multiplication is used. This operation is performed in the following order: carry out the operation implied by $g_j$ and then that implied by $g_i$. Each line and column of the multiplication matrix contains each element of $G$ once and only once [106].

2The Schoenflies nomenclature is used for the group of symmetry operations of the pyramid based on the equilateral triangle, giving $C_{3v}$. This nomenclature and the steps to give names to the groups is discussed in Refs. [106–109].
direction. Figure 2.1 (b) shows the matrix representatives of the symmetry operations in (a). Equation (2.3) shows the action of the operator $D^{(\sigma_d)}$ related to the $\sigma_d$ symmetry operation, and the matrix representative for this symmetry operation.

$$D^{(\sigma_d)}\langle x, y, z \rangle = \langle x', y', z' \rangle = \langle x, -y, z \rangle = \langle x, y, z \rangle$$

$$(2.3)$$

**Reducible and irreducible representations:** The matrix representative $\Gamma(R)$ is said to be reducible if it can be transformed into an equivalent matrix representative in a block-diagonal form, by an unitary transformation$^3$. A representation that cannot be reduced any further into smaller blocks is called an irreducible representation (IR). In Fig. 2.1 (b)

$^3$An unitary transformation can be written as an operation of the form:

$$\Gamma'(R) = U \Gamma(R) U^{-1}, \quad (2.4)$$

where $U$ is an unitary matrix.
it is possible to identify a set of matrix representatives for the symmetry operations of the $C_{3v}$ group for the basis $\langle x, y, z \rangle$ with a block-diagonal form for all symmetry operations. The dotted lines show this block structure consisting of a $1 \times 1$ representation (the $\Gamma^1$, one-dimensional representation) and a $2 \times 2$ representation (the $\Gamma^3$, two-dimensional representation). So the representation is said to be a direct sum of $\Gamma^1$ and $\Gamma^3$ written as $\Gamma = \Gamma^1 \oplus \Gamma^3$.

**Character tables:** The character $\chi^m(R)$ ($m$ specifies the matrix representative) is the trace of the respective matrix representative $\Gamma^m(R)$, i.e. the sum of its diagonal elements $\Gamma^m(R)_{pp}$:

$$\chi^m(R) = \sum_p \Gamma^m(R)_{pp} = \text{Tr} \Gamma^m(R). \quad (2.5)$$

A character table is built with the $\chi^m(R)$ of all the $m$ IRs and symmetry operations $\{A, B, \ldots\}$ of the group $G$. The character table of the $C_{3v}$ point group is given in Table 2.1. The set of characters $\{\chi^m(A) \chi^m(B) \ldots\}$ is the character system of the $m$th representation $\Gamma^m$, taking into account the operations of the group $G$, $\{A, B, \ldots\}$. In the next section it will be shown how to use the character system of a representation to decompose it as the direct sum of IRs.

The first row of a character table is the totally symmetric IR, usually denoted as $\Gamma^1$, and the $\chi^1$ character system has always 1 in its entries. The IRs in Table 2.1 are given in both the Bethe and Mulliken notations\(^4\). The symmetry operations are grouped into classes ($\mathcal{C}$)\(^5\). For example, if the two $C_3$ rotation operations are equivalent to one another, they belong to the $2C_3$ class, in which the “2” indicates the number of symmetry operations in the same class, the $c_k$. The character for the operations belonging to a given class is the same. The reflection operations compose another class, and are indicated as $3\sigma_v$ (three vertical mirror planes). The characters of the first column, forming the first class, are the

---

\(^4\)There are different notations for the IRs, like the Bethe or Mulliken notations. In the Bethe notation, the IRs are labeled as $\Gamma^1$, $\Gamma^2$, ..., successively, and in order of increasing dimensionality ($l$), while in the Mulliken notation, the IRs are represented by letters and specific letters indicate the dimensionality of the IR (A for a $l = 1$ IR, E for a $l = 2$ IR). Additional symbols can be used or added as subscripts and superscripts, depending on whether the character is positive or negative for symmetry operations like $i$, $\sigma_v$ or $\sigma_h$. For more information, see Ref. [106].

\(^5\)If $R_i$, $R_j$ and $R_k \in G$ and

$$R_i R_j R_i^{-1} = R_k, \quad (2.6)$$

the complete set of elements that transform themselves into one another by operations $R_i$ defines a class.
characters of the identity operation for the different IRs, and the value of these characters give the dimension $l^m$ of each IR, since the diagonal elements of the respective matrix representatives for the identity operator are always 1.

It is possible to show that the number of classes must be equal to the number of IRs (see Refs. [106, 109]), so another IR is introduced into Table 2.1 and is represented by $\Gamma^2$ (or $A_2$ in the Mulliken notation). The characters for this representation can be obtained by making use of orthogonality relations, but these relations will not be treated here\(^6\). The complete character tables for all the point groups can be consulted in group theory books [106, 108–110].

The last column of the character table lists the basis functions for each IR (labeled “Basis”), expressing its transformation properties. For example, $z$ is a basis function for $\Gamma^1$, since the $z$ coordinate goes into an equal $z$ when applying all the symmetry operations, and this is the one-dimensional totally symmetric representation, whose matrix elements are all 1. The procedure to find the basis functions is discussed in Appendix B. The basis functions will be specially important when selecting the IRs for which $x$, $y$ and $z$ (for translations) are basis functions, as well as quadratic functions like $xx$, $yy$, $zz$, $xy$, $yz$, and so on. The basis functions make it possible to know which IR is associated with the acoustic vibration along the $x$ direction, for example, or which of them represent Raman-active modes related to the quadratic functions (see explanation in Appendix D).

### Table 2.1: Character table for the $C_{3v}$ point group.

<table>
<thead>
<tr>
<th>Bethe</th>
<th>Mulliken</th>
<th>$E$ 2$C_3$ 3$\sigma_v$</th>
<th>Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma^1$</td>
<td>$A_1$</td>
<td>1 1 1</td>
<td>$z, x^2 + y^2, z^2$</td>
</tr>
<tr>
<td>$\Gamma^2$</td>
<td>$A_2$</td>
<td>1 1 -1</td>
<td></td>
</tr>
<tr>
<td>$\Gamma^3$</td>
<td>$E$</td>
<td>2 -1 0</td>
<td>$(xz, yz), (x, y)$</td>
</tr>
</tbody>
</table>

\(^6\)See Refs. [106, 109] for examples on how to use the orthogonality relations to find characters for IRs.
2.2 Symmetry, irreducible representations for the lattice vibration and eigenvector calculation: the graphite case

Symmetry analysis for both two-dimensional (2D) and three-dimensional (3D) forms of graphite are widely discussed and systematically presented in related literature [107, 111, 112]. In this section, the essential symmetry aspects for these systems will be presented, as well as the basic steps to calculate the IRs related to the various lattice vibrations and the eigenvectors. These steps are important for gaining an understanding of the group theory investigation of phonons in phosphorus allotropes (Chapter 3) and in the transition metal dichalcogenides (Chapter 4). It applies also for phonon modes which appear in heat treated diamond-like carbons (DLC), the so-called nanographite samples, and in Terras Pretas de Índios carbonaceous materials (Chapters 8 and 7, respectively), although symmetry-breaking plays the major role here.

2.2.1 2D Graphite lattice

The unit cell of the 2D graphite (graphene) lattice is composed of two atoms and is illustrated in Fig. 2.2. The two inequivalent atoms 1 and 2 are indicated by solid and open circles, respectively. The graphene lattice belongs to the symmorphic space group\(^7\) \(D_{6h}^1\) (\(P6/mmm\), \#191)\(^8\).

The primitive direct lattice vectors \(\vec{a}_1\) and \(\vec{a}_2\) [see Fig. 2.2 (a)] can be written as:

\[
\vec{a}_1 = \frac{a}{2}(\sqrt{3} \, \hat{x} + \hat{y}), \quad \vec{a}_2 = \frac{a}{2}(-\sqrt{3} \, \hat{x} + \hat{y}), \quad (2.8)
\]

\(^7\)The space group operations can be written as [110]:

\[
\{R_n|\tau\} = \{R_n|R_n + \tau_\alpha\} = \{\varepsilon|R_n\} \{R_\alpha|\tau_\alpha\}, \quad (2.7)
\]

where \(R_n\) is a general Bravais lattice vector and the vector \(\tau_\alpha\) (associated with each one of the point group operations \(R_\alpha\)) is either zero or a translation that is not a primitive translation vector of the Bravais lattice. The \(\{R_n|\tau_\alpha\}\) for which \(R_n = 0\) are point groups when \(\tau_\alpha = 0\), and \(G\) is a symmorphic group. When \(\tau_\alpha \neq 0\) for at least one \(\{R_n|\tau_\alpha\}\) (like in a glide plane or a screw axis), the group \(G\) is a non-symmorphic group.

\(^8\)In this notation the space group is indicated using three different notations: \(D_{6h}^1\) for Schoenflies notation, \(P6/mmm\) for Hermann-Mauguin notation and \#191 is the number of the space group as listed in the International Tables for Crystallography Vol. A (ITCA)[113]
in which \( a \) is the lattice parameter (\( a = 2.46 \, \text{Å} \) [14]). The positions of the atoms 1 and 2 can be written in cartesian coordinates as:

\[
\vec{w}_1 = \frac{a}{2\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}, \tag{2.9}
\]

\[
\vec{w}_2 = -\frac{a}{2\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}, \tag{2.10}
\]

and the origin of the vectors \( \vec{w}_1 \) and \( \vec{w}_2 \) is indicated by “O” in Fig. 2.2 (a). The reciprocal lattice primitive vectors \( \vec{b}_1 \) and \( \vec{b}_2 \) [see Fig. 2.2 (b)] can be obtained from Eq. (2.8) by using the relation:

\[
\vec{a}_i \cdot \vec{b}_j = 2\pi \delta_{ij}, \tag{2.11}
\]

where \( i, j = 1, 2 \) are the labels for the primitive vectors for both the direct and reciprocal lattices, and \( \delta_{ij} \) is a Kronecker delta. The calculation of Eq. (2.11) gives:

\[
\vec{b}_1 = \frac{2\pi}{a} \left( \frac{\sqrt{3}}{3} \hat{k}_x + \hat{k}_y \right), \quad \vec{b}_2 = \frac{2\pi}{a} \left( -\frac{\sqrt{3}}{3} \hat{k}_x + \hat{k}_y \right). \tag{2.12}
\]
The symmetry properties of the lattice vibrations for all points in the first Brillouin zone of graphene and for \(N\)–layer graphene are given in Refs. [111, 114]. As an example, let’s develop the graphene \(N = 1\) case. To find the irreducible representations associated with the normal modes and to calculate the eigenvectors at the Brillouin zone center (\(\Gamma\)), one needs to perform the following 5 steps [107, 111]:

1. Identify the symmetry operations of the crystal unit cell and determine its point group symmetry.

   The symmetry operations are those that leave the position of the atoms in the unit cell invariant (the atomic displacement is zero or the atom is moved to an equivalent position in an adjacent unit cell). The graphene unit cell and the definition of its symmetry elements are illustrated in Fig. 2.3. The character table for its \(D_{6h}\) space group with the classes for all symmetry operations is given in Table A.1. The matrix representative for the 24 symmetry operations of graphene are given in Appendix A in Table A.2 [111].

2. Find the characters of the equivalence representation.

   In the procedure of finding the equivalence representation, it is necessary to find the equivalence matrices. First, we need to define the matrix of the atomic sites \(M^{(R)}_{a_{ij}}\), with matrix elements \(a_{ij}\), where \(i\) and \(j\) describe the atoms and the atomic
sites, for the $R$th symmetry operation. If an atom $i$ goes into the atomic site $j$ ($j$ is the original or an equivalent atomic site) by applying the operator of the symmetry operation $D^{(R)}$, then $a_{ij} = 1$, but $a_{ij} = 0$ otherwise. In the graphene example (see Fig. 2.3), in the first case, if atom 1 is left in its original position, or moves to another 1 site in the adjacent unit cell, then $a_{ij} = 1$, and the $M^{(R)}_{as}$ for this operation is a $2 \times 2$ identity matrix. If a symmetry operation interchanges the atoms 1 and 2, we have:

$$M_{as} = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$$

(2.13)

with off-diagonal matrix elements.

The next step is to define the phase factor matrix $M^{(R)}_{pf}$, a diagonal matrix whose elements are exponential factors $e^{\vec{t}_i \cdot \vec{k}}$, in which $\vec{k}$ is the coordinate of the point in the reciprocal space to be analyzed, and $\vec{t}_i$ is the difference between the original position of the $i$th atom ($\vec{w}_i$) and its position after the application of the operator $\vec{r}_i^{(R)}$ of the symmetry operation $D^{(R)}$. Next we need to calculate $\vec{t}_i^{(R)} = \vec{w}_i - \vec{r}_i^{(R)}$ for the 24 symmetry operations of graphene, for atoms 1 and 2. This calculation was performed in Ref. [111] and is given in Table A.3.

The equivalence matrix is defined as:

$$M^{(R)}_{eq} = M^{(R)}_{as} \times M^{(R)}_{pf}.$$ 

(2.14)

By using the equivalence matrix $M^{(R)}_{eq}$ we obtain the character system of the equivalence representations ($\chi^{eq}$), which are obtained by the traces of $M^{(R)}_{eq}$, for each $R$ symmetry operation. For the Brillouin zone center, the $\Gamma$ point is located at $(0, 0, 0)$, and $M^{(R)}_{pf}$ is always a $2 \times 2$ identity matrix (for the graphene example, $e^{\vec{t}_1 \cdot (0,0,0)} = e^{\vec{t}_2 \cdot (0,0,0)} = 1$). For other points of the Brillouin zone, for example the $K$ point at $(0, \frac{4\pi}{3a}, 0)$ [see Fig. 2.2 (b)], the $M^{(R)}_{eq}$ matrices have entries that are different from 1, depending on both the symmetry operation $R$ and the atomic displacement after its application.

3. Find the lattice vibration representation character system.

The lattice vibration is expressed by atomic displacements in $x$, $y$ or $z$, and this fact can be represented by the transformation properties of a vector. This means that the
lattice vibration representation $\Gamma^{\text{lat.vib.}}$ is found by taking the direct product of the IRs which transform as vector coordinates $(\Gamma^{\text{vec.}})^9$ and the equivalence representation $(\Gamma^{eq})$ and written as:

$$\Gamma^{\text{lat.vib.}} = \Gamma^{eq} \otimes \Gamma^{\text{vec.}}.$$  \hspace{1cm} (2.15)

The direct product of the two representations, shown here by the symbol $\otimes$, means that the characters of the two representations for each class are multiplied with one another. The $\Gamma^{\text{lat.vib.}}$ is, in general, a reducible representation of the group $G$, and its character system is the $\chi(\Gamma^{\text{lat.vib.}})$.

4. Reduce the lattice vibration representation $\Gamma^{\text{lat.vib.}}$ as a sum of irreducible representations of the group $G$.

The $\Gamma^{\text{lat.vib.}}$ can be written as a sum of the IRs $\Gamma^m$ of the group $G$, and each IR $\Gamma^m$ can appear $c^m$ times [106]:

$$\Gamma^{\text{lat.vib.}} = \sum_m c^m \Gamma^m, \quad \chi \equiv \chi(\Gamma^{\text{lat.vib.}}) = \sum_m c^m \chi^m, \hspace{1cm} (2.16)$$

where

$$c^m = \frac{1}{g} \sum_k c^k \chi^m(\mathcal{C}_k)^* \chi(\mathcal{C}_k), \hspace{1cm} (2.17)$$

and $g$ is the number of symmetry operations of the group $G$ (the order of the group), $c_k$ is the number of symmetry operations in the $k$th class, and $\chi(\mathcal{C}_k)$ is the character for the $k$th class in the reducible representation $\Gamma^{\text{lat.vib.}}$. The symbol $^*$ indicates the complex conjugate of $\chi^m(\mathcal{C}_k)$. For the graphene example, the character system of the lattice vibration representation at the $\Gamma$ point is given as (see Table A.1 [111]):

$$\chi(\Gamma^{\text{lat.vib.}}) = \{6 \ 0 \ 0 \ 0 \ 0 \ -2 \ 0 \ 0 \ 2 \ -4 \ 2 \ 0\}, \hspace{1cm} (2.18)$$

and if we apply Eq. (2.17) to the representation $\Gamma_4^+$, we have:

---

9 The character system of the vector representation is the sum of the characters (for each class) of the representations which have the cartesian coordinates $x$, $y$, and $z$ as basis functions, so it can be written as $\Gamma^{\text{vec.}} = \Gamma^x \oplus \Gamma^y \oplus \Gamma^z$, or $\Gamma^{\text{vec.}} = \Gamma^{x,y} \oplus \Gamma^z$ when $x$ and $y$ are present in the same two-dimensional IR.
\[
c(\Gamma^+_4) = \frac{1}{24} \[1(1)(6) + 2(1)(0) + 1(-1)(0) + 2(-1)(0) + 3(1)(0) + 3(-1)(-2) \\
+ 1(1)(0) + 2(1)(0) + 1(-1)(2) + 2(-1)(-4) \\
+ 3(1)(2) + 3(-1)(0)\] = 1,
\]

(2.19)

and the \(\Gamma_{\text{lat.vib.}}\) has one \(\Gamma^+_4\) representation. By applying Eq. (2.17) for the other IRs of the \(D_{6h}\) graphene’s group, \(\Gamma_{\text{lat.vib.}}\) is decomposed into IRs given as (the IRs are given using a nomenclature adapted to space groups and in Mulliken notation, or point group notation):

\[
\Gamma_{\text{lat.vib.}} = \Gamma^+_4 (B_{2g}) \oplus \Gamma^+_6 (E_{2g}) \oplus \Gamma^{-}_2 (A_{2u}) \oplus \Gamma^{-}_5 (E_{1u}).
\]

(2.20)

From Eq. (2.20) we see that each eigenmode is labeled by one IR, and that the dimensionality of the IR gives the degeneracy of each eigenfrequency. In addition, the acoustic modes representations (\(\Gamma^{\text{acoustic}}\)) must be subtracted from \(\Gamma_{\text{lat.vib.}}\), because they represent the translations of the unit cell, or of the entire crystal\(^\text{10}\). The identification of these modes can be done by finding the IRs of \(G\) with the basis functions of a radial vector \(\vec{r} (x, y, z)\)\(^\text{11}\). For the graphene example, the acoustic modes are given by \(\Gamma^{-}_2 (A_{2u}) \oplus \Gamma^{-}_5 (E_{1u})\), and the remaining vibrational modes are given by \(\Gamma^+_4 (B_{2g}) \oplus \Gamma^+_6 (E_{2g})\). The mode \(\Gamma^+_6 (E_{2g})\) is a doubly degenerate Raman active mode with frequency of 1580 cm\(^{-1}\) \([111]\), and is related to the stretching between two neighbor carbon atoms in the graphene lattice.

5. Find the phonon eigenvectors at the \(\Gamma\) point;

To find the eigenvectors of the vibrational normal modes at the \(\Gamma\) point, one can use the projection operator technique \([106, 111, 115]\) to calculate the projection of the IRs \(\Gamma^m\) into a set of orthogonal vectors, forming a basis set for the atomic displacements. An arbitrary displacement \(\vec{q}\) for one of the two (for graphene) atoms in the unit cell can be written as:

\(^\text{10}\)When working with molecules, it is necessary to subtract \(\Gamma^{\text{trans}}\) (translations of the molecule) and \(\Gamma^{\text{rot}}\) (rotations of the molecule about its center of mass) from \(\Gamma_{\text{lat.vib.}}\). The IRs for \(\Gamma^{\text{trans}}\) correspond to the representations with a radial vector \((\vec{r})\) basis functions \((x, y, z)\), while the \(\Gamma^{\text{rot}}\) corresponds to the IRs with basis functions \((R_x, R_y, R_z)\) of an axial vector (like the angular momentum for example, which corresponds to \(\vec{r} \times \vec{p}\)).

\(^\text{11}\)The procedure to calculate the convenient basis functions is commented in Appendix B.
\[ \vec{q}_j = \sum_i \hat{u}_{i,j}, \]  

(2.21)

where \( i = x, y, z \) are the cartesian coordinates, and \( j \) indicates the two atoms in the unit cell, \( 1 \) and \( 1 \). \( \hat{u}_{i,j} \) is the unitary vector along the direction \( i \) and is centered at the atom \( j \) (see Fig. 2.3). To project out of \( \vec{q} \) the sum of all parts transforming as the rows of the \( m \)th \( \text{IR} \), we use the following projection operator:

\[ \vec{Q}^m = \sum_{(p)} N(\Gamma^m) \sum_{(R)} \Gamma^m(R)^*_{pp} \left[ D^{(R)} \vec{q}_j \right] \]  

(2.22)

\[ = \sum_{(p)} N(\Gamma^m) \sum_{(R),i} \Gamma^m(R)^*_{pi} \left[ D^{(R)} \hat{u}_{i,j} \right] \]  

(2.23)

\[ = N(\Gamma^m) \sum_{(R),i} \chi^m(R)^* \left[ D^{(R)} \hat{u}_{i,j} \right] \]  

(2.24)

where the \( p \) sum runs over the diagonal elements of the matrix representatives \( [\Gamma^m(R)^*_{pp}] \), and \( N(\Gamma^m) \) is a normalization factor. For the case of one-dimensional \( \text{IRs} \), we use Eq. (2.24). For two-dimensional \( \text{IRs} \), it is necessary to use the projector operator in the form of Eq. (2.23), because when the diagonal elements of the projection operator operate on an arbitrary function, either zero or a basis function is still obtained [115]. In this case, we have:

\[ \vec{Q}^m_{11} = N(\Gamma^m) \sum_{(R)} \Gamma^m(R)^*_{11} \left[ D^{(R)} \vec{q}_j \right] \]  

(2.25)

\[ \vec{Q}^m_{22} = N(\Gamma^m) \sum_{(R)} \Gamma^m(R)^*_{22} \left[ D^{(R)} \vec{q}_j \right] \]  

(2.26)

and by acting this relations for all irreducible representations belonging to the \( \Gamma^{\text{lat,vib.}} \) we find the non-normalized eigenvectors. These non-normalized eigenvectors are given in the form [111]:

\[ \vec{Q}^m = v_{11} \hat{u}_{11} + v_{21} \hat{u}_{21} + v_{31} \hat{u}_{31} + \\
+ v_{12} \hat{u}_{12} + v_{22} \hat{u}_{22} + v_{32} \hat{u}_{32} \]  

(2.27)

The matrix representatives \( \Gamma^m(R) \) for the degenerate representations of the crystallographic point groups and for the threefold degenerate representations of the
cubic groups are listed in Ref. [116]. Alternatively, the matrix representatives can be calculated by using the basis functions, as explained in Ref. [110]. This projection operator method is used to obtain the eigenvectors for phosphorus allotropes monolayers in Appendix B.

2.2.2 3D Graphite lattice

The 3D graphite lattice is built up by piling up of several graphene sheets. While the carbon atoms in monolayer graphene are strongly bonded by covalent interactions, in graphite the piled up sheets are weakly linked by van der Waals interactions. The $AB$ stacking is formed by the piling of the $A$ and $B$ families of graphene planes, that are shifted with respect to each other, as illustrated in Fig. 2.4. Four atoms form the unit cell [1, 2, 3 and 4 in Fig. 2.4 (a)], and the crystal structure belongs to the $D_{6h}^{4}$ ($P6_{3}/mmc$, #194) non-symmorphic space group.

Figure 2.4: (a) Graphite lattice. The four labeled atoms inside the boxes in the dashed volume that form the primitive unit cell. (b) Top view of the 3D graphite lattice showing the boxes that indicate the four atoms of the primitive unit cell [111].

In the case of graphite, the $\vec{a}_{1}$ and $\vec{a}_{2}$ vectors have the same form of Eq. (2.8), but an additional primitive vector in the $\hat{z}$ direction is needed due to the new primitive cell extension in this previously absent dimension. The $\vec{a}_{3}$ primitive vector that must be added is given as:
\[ \vec{a}_3 = c\hat{z} \quad (2.28) \]

The atomic positions in the unit cell can be written similarly to Eqs. 2.9 and 2.10, but now they have a component in the \( \hat{z} \) direction that is equal to \( c/4 \) for atoms 2 and 4 and \( 3c/4 \) for atoms 1 and 3.

The primitive vectors of the reciprocal lattice \( \vec{b}_1, \vec{b}_2 \) and \( \vec{b}_3 \) are obtained by using Eq. (2.11):

\[
\vec{b}_1 = \frac{2\pi}{a} (\frac{\sqrt{3}}{3} \hat{k}_x + \hat{k}_y), \quad \vec{b}_2 = \frac{2\pi}{a} (-\frac{\sqrt{3}}{3} \hat{k}_x + \hat{k}_y), \quad \vec{b}_3 = \frac{2\pi}{c} \hat{k}_z. \quad (2.29)
\]

The 24 symmetry operations for the graphite group can be checked in Refs. [111, 113]. It is worth noting the presence of a screw axis in the \( \hat{z} \) direction (\( \{C_2 | \tau \}, \tau = \frac{1}{4}c\hat{z} \)). For the calculation of the lattice vibration representation, the presence of the screw axis does not add difficulties, because one just needs to be familiar with performing the point group operations and with adding the displacement in the \( \hat{z} \) direction for the calculation of \( \vec{r}_i^{(R)} \).

The graphite lattice vibration representation at the \( \Gamma \) point is given by [111]:

\[
\Gamma_{\text{lat.vib.}} = 2\Gamma^+_4 (B_{2g}) \oplus 2\Gamma^+_6 (E_{2g}) \oplus 2\Gamma^-_2 (A_{2u}) \oplus 2\Gamma^-_5 (E_{1u}). \quad (2.30)
\]

in which the acoustic modes are given by \( \Gamma^{-}_2 (A_{2u}) \oplus \Gamma^-_5 (E_{1u}) \) and the remaining modes are optical. One of the \( \Gamma^+_6 (E_{2g_1}) \) is a doubly degenerate Raman active mode with frequency of 42 cm\(^{-1}\), while the other \( \Gamma^+_6 (E_{2g_2}) \) is a high frequency doubly degenerate Raman active mode found at 1588 cm\(^{-1}\) [111].

For the calculation of the eigenvectors, one needs to see how the symmetry operations act on the set of atoms in the primitive cell. For the graphite space group, the symmetry operations can leave atom 1 in atom 2 (vice versa) or 3 in atom 4 (vice versa), but this two subsets of atoms are never intermixed. To find this eigenvector, one needs to choose one atom from each set, for example, atom 1 from set \( A \) and atom 3 from set \( B \) and evaluate Eq. (2.24) for the coordinates \( \vec{q}_1 \) and \( \vec{q}_3 \) for these atoms:
The two eigenvectors for the IR $\Gamma^m$ are linear combinations of both solutions in Eq. (2.31):

$$\vec{v}_A^m = N_A(\Gamma^m) \sum_{(R)} \chi^m(R)^* \left[D^{(R)}\right] \vec{q}_1$$

$$\vec{v}_B^m = N_B(\Gamma^m) \sum_{(R)} \chi^m(R)^* \left[D^{(R)}\right] \vec{q}_3. \quad (2.31)$$

The two eigenvectors are obtained from Ref. [111] and are illustrated in Fig. 2.5.

$$\vec{v}_1^m = \vec{v}_A^m + \vec{v}_B^m$$

$$\vec{v}_2^m = \vec{v}_A^m - \vec{v}_B^m \quad (2.32)$$
Figure 2.5: Phonon eigenvectors at the Γ point for the four atoms of the primitive unit cell of graphite. (a): Γ_{51}^{−(x)} [E_{1u_1}] and Γ_{51}^{−(y)} [E_{1u_1}] are in-plane acoustic modes (iLA and iTA phonon dispersion branches, respectively [111]). (b): Γ_{52}^{−(x)} [E_{1u_2}] and Γ_{52}^{−(y)} [E_{1u_2}] are the eigenvectors of the in-plane double-degenerate Γ_{5}^{−} (E_{1g}) infrared-active mode with frequency of 1588 cm$^{-1}$ [117] (iLO\textsuperscript{(3)} and iTO\textsuperscript{(3)} phonon dispersion branches, respectively [111]). (c): Γ_{61}^{+(x)} [E_{2g_1}] and Γ_{61}^{+(y)} [E_{2g_1}] are the eigenvectors of one of the in-plane doubly-degenerate Γ_{6}^{+} (E_{2g}) Raman-active modes, with frequency of 42 cm$^{-1}$ [117] (iLO\textsuperscript{(1)} and iTO\textsuperscript{(1)} phonon dispersion branches, respectively [111]). (d): Γ_{62}^{+(x)} [E_{2g_2}] and Γ_{62}^{+(y)} [E_{2g_2}] are the eigenvectors of the other doubly-degenerate Γ_{6}^{+} (E_{2g}) Raman-active mode, with frequency of 1581 cm$^{-1}$ [117] (iLO\textsuperscript{(2)} and iTO\textsuperscript{(2)} phonon dispersion branches, respectively [111]). (e): Γ_{21}^{−} (A_{2u_1}) is the out-of-plane acoustic mode (oTA phonon dispersion branch [111]). (f): Γ_{22}^{−} (A_{2u_2}) is the out-of-plane infrared-active mode, with frequency of 867 cm$^{-1}$ [118] (oTO\textsuperscript{(2)} phonon dispersion branch [111]). (g): Γ_{41}^{+} (B_{2g_1}) is the out-of-plane silent mode, with frequency of 127 cm$^{-1}$ [117] (oTO\textsuperscript{(1)} phonon dispersion branch [111]). (h): Γ_{42}^{+} (B_{2g_2}) is another out-of-plane silent mode, with frequency of 868 cm$^{-1}$ [117] (oTO\textsuperscript{(3)} phonon dispersion branch [111]). Figure adapted from Ref. [111].
Chapter 3

Group theory for structural analysis and lattice vibrations in phosphorene systems

Group theory analysis for two-dimensional elemental systems related to phosphorene is presented, including (i) graphene, silicene, germanene, and stanene; (ii) their dependence on the number of layers; and (iii) their two possible stacking arrangements. Departing from the most symmetric $D_{6h}^1$ graphene space group, the structures are found to have a group-subgroup relation, and analysis of the irreducible representations of their lattice vibrations makes it possible to distinguish between the different allotropes. The analysis can be used to study the effect of strain, to understand structural phase transitions, to characterize the number of layers, crystallographic orientation, and nonlinear phenomena.

3.1 Introduction

The emergence of important properties for the phosphorus allotropes (black P and blue P) were introduced in Chapter 1, in Section 1.2, and are the main motivation of this Chapter. Symmetry analysis has been used to understand the electronic structure of monolayer black P [57], and Raman spectra of few-layer black P [58]. In this work, group theory analysis is used to obtain symmetry-related information for 2D black P, blue P, silicene, germanene and stanene, including the dependence on the number of layers $N$, and for two stacking arrangements. The activity of the zone center phonons is investigated to show how to use this information to distinguish between different allotropes. We show that
uniaxial strain can lift vibrational mode degeneracies and be part of an expected group-subgroup related phase transition between the two P monolayer allotropes. Symmetry variations for \( N \)-layer materials are disclosed, and its use for crystallographic orientation and layer-number characterization is discussed.

### 3.2 Monolayer group-subgroup relations

The black and blue P monolayers present real space lattices that resemble the graphene honeycomb lattice, but in a puckered structure. Schematics for the blue and black P are given in the top part of Fig. 3.1, and labeled accordingly. Light gray and black bullets indicate sets of atoms in different planes of the puckered structure. The red lines in the schematics show the top view of the unit cell. The black P monolayer primitive unit cell contains four atoms, while the blue P monolayer contains two atoms. The central schematics sketches the graphene structure, and dark gray bullets are used to indicate that all atoms are in the same plane.

Figure 3.1 shows a group-subgroup relation of the phosphorene parent materials, which are possible routes for structural modifications obtained via second-order phase transitions. Departing from the most symmetric \( D_{6h}^1 \) graphene space group, which appears at the center of the 2D schematics in the top of Fig. 3.1, the left-side route is started by an uniaxial compression, while the right-side route is started by an isotropic lattice compression.

From the schematics on the top of Fig. 3.1, and departing from the \( D_{6h}^1 \) central graphene structure to the left route, uniaxial compression induces a phase transition to subgroup \( D_{2h}^{19} \) of strained graphene. The hexagonal symmetry is lost, resulting in an orthorhombic structure where all atoms remain in the same plane. A possible and natural distortion of the orthorhombic lattice to accommodate uniaxial strain is the displacement of lines of atoms perpendicular to the strain direction, periodically up and down in the \( \hat{z} \) direction (perpendicular to the 2D \( \hat{x}\hat{y} \)-plane structure), generating zigzag lines of atoms displaced to \( +\hat{z} \) and \( -\hat{z} \). Such a distortion generates the structure of black P, which belongs to the \( D_{2h}^7 \) subgroup. A final distortion along this route can be obtained by a shear force, which displaces the top and bottom set of atoms in opposite directions, breaking the bonding symmetry of atoms aligned along the strain direction and separating the zigzag lines of
Figure 3.1: Group-subgroup correlation for phosphorene-related systems. From center to
left: correlation between graphene ($D_{6h}^1$ space group) and the black P monolayer ($D_{2h}^7$).
The intermediate structure with the $D_{19}^2$ space group (and the same $D_{2h}$ black P point
group) occurs as an intermediate state between graphene and black P monolayer. A com-
pressive strain in the $\hat{x}$ direction leads to a phase transition to the $C_{12h}^1$ subgroup. From
center to right: correlation between graphene ($D_{6h}^1$ space group) and blue P monolayer
($D_{3d}^3$), followed by blue P monolayer with a compressive strain in the $\hat{x}$ direction ($C_{3h}^1$).
In a further loss of centring translations, the $C_{3h}^1$ structure changes to the $C_{2h}^1$ group, with
the same $C_{2h}$ point group. The top part brings structural schematics, while the bottom
part displays the irreducible representations and the corresponding basis functions. The
arrows indicate the sense of the lowering of symmetry, and the index of transformation of
one group to another is indicated inside the brackets. To maintain the same axes orien-
tation for the different structures, non-standard settings are used [113]. The irreducible
representations (IRs) are named according to the character tables given in the Appendix
A (graphene) and in the Appendix B (phosphorene systems).
atoms that are displaced up and down. The system then undergoes a phase transition to the $C_{2h}^1$ subgroup.

Now on the right route shown in Fig. 3.1, departing again from the $D_{6h}^1$ graphene structure, initially an isotropic strain changes the C-C bond distances, but it does not change the symmetry of the system (not shown in Fig. 3.1). However, a possible and natural distortion of the hexagonal lattice to accommodate such a strain is the displacement of atoms, periodically up and down in the $\pm \hat{z}$ directions, generating a trigonal arrangement of atoms. Such a distortion generates the structure of blue P (also of silicene, germanene and stanene), which belongs to the $D_{3d}^3$ subgroup, with three fold rather than six fold rotational symmetry. The number of atoms in the unit cell is unchanged. In sequence, if at that stage an uniaxial strain is applied, the system loses the threefold axis and undergoes a phase transition to the $C_{2h}^3$ orthorhombic subgroup for the strained blue P. A final hypothetical distortion on the $C_{2h}^3$ structure can lower the symmetry to a $C_{2h}^1$ subgroup (last schematics on the right in Fig. 3.1).

The structure for the last schematics on the right in Fig. 3.1 belongs to the same space group as the strained and sheared black P (last schematics on the left in Fig. 3.1). Structural change between these two structures can be obtained via a first-order transition where the neighboring vertical lines of atoms exchange positions along $z$, possibly induced by a shear strain accompanied by compression perpendicular to the planes.

<table>
<thead>
<tr>
<th>Table 3.1: Irreducible representations for vibrational modes $\Gamma^\text{vib}$ in the phosphorene-related space groups.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{2h}^7$, $2\Gamma_1^+ \oplus \Gamma_2^+ \oplus 2\Gamma_3^+ \oplus \Gamma_4^+ \oplus \Gamma_5 \oplus 2\Gamma_6 \oplus \Gamma_7 \oplus 2\Gamma_8$</td>
</tr>
<tr>
<td>$D_{2h}^{19}$, $\Gamma_1^+ \oplus \Gamma_2^+ \oplus \Gamma_3^+ \oplus \Gamma_4^+ \oplus \Gamma_5 \oplus \Gamma_6 \oplus 2\Gamma_7$</td>
</tr>
<tr>
<td>$D_{6h}^1$, $\Gamma_1^+ \oplus \Gamma_2^+ \oplus \Gamma_3^+ \oplus \Gamma_4^+ \oplus \Gamma_5 \oplus \Gamma_6 \oplus \Gamma_7$</td>
</tr>
<tr>
<td>$D_{3d}^3$, $\Gamma_1^+ \oplus \Gamma_2^+ \oplus \Gamma_3^+ \oplus \Gamma_4^+ \oplus \Gamma_5^+ \oplus \Gamma_6^+ \oplus \Gamma_7^+ \oplus \Gamma_8^+$</td>
</tr>
<tr>
<td>$C_{2h}^3$, $2\Gamma_1^+ \oplus \Gamma_2^+ \oplus \Gamma_3^+ \oplus \Gamma_4^+ \oplus \Gamma_5^+ \oplus \Gamma_6^+ \oplus \Gamma_7^+ \oplus \Gamma_8^+ \oplus 2\Gamma_9^+$</td>
</tr>
<tr>
<td>$C_{2h}^1$, $4\Gamma_1^+ \oplus 2\Gamma_2^+ \oplus 2\Gamma_3^+ \oplus 2\Gamma_4^+$</td>
</tr>
</tbody>
</table>

The bottom part of Fig. 3.1 shows the group-subgroup correlation between the irreducible representations (IRs) of the space groups. Some basis functions belonging to each IR are also displayed for all the groups. This information is a guide for the analysis of the phase transitions, for example, when using infrared ($x, y, z$ basis) or Raman (quadratic basis) spectroscopies. Table 3.1 displays the irreducible representation decomposition of
Table 3.2: Space groups and irreducible representations for vibrational modes ($\Gamma_{\text{vib}}$), according to the allotrope (black P, blue P, silicene, germanene and stanene), to the number $N$ of layers and to the stacking order.

<table>
<thead>
<tr>
<th>$N$ odd</th>
<th>$N$ even</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Black P} \quad (P\text{bmn}, #53)$ $2N(\Gamma_1^+ + \Gamma_3^- + \Gamma_2^- + \Gamma_4^-) \oplus N(\Gamma_2^+ + \Gamma_4^- + \Gamma_3^-)$</td>
<td>$\text{Blue P, silicene, germanene and stanene}$ $\text{(P\text{bmn}, #53)}$ $2N(\Gamma_1^+ + \Gamma_3^- + \Gamma_2^- + \Gamma_4^-) \oplus N(\Gamma_2^+ + \Gamma_4^- + \Gamma_3^-)$</td>
</tr>
</tbody>
</table>

$N$ odd ($\neq 1$) $\text{(P\text{bmn}, \#53)}$ $2N(\Gamma_1^+ + \Gamma_3^- + \Gamma_2^- + \Gamma_4^-) \oplus N(\Gamma_2^+ + \Gamma_4^- + \Gamma_3^-) \oplus N(\Gamma_2^+ + \Gamma_4^- + \Gamma_3^-)$

$N$ even $\text{(P\text{bmn}, \#53)}$ $2N(\Gamma_1^+ + \Gamma_3^- + \Gamma_2^- + \Gamma_4^-) \oplus N(\Gamma_2^+ + \Gamma_4^- + \Gamma_3^-) \oplus N(\Gamma_2^+ + \Gamma_4^- + \Gamma_3^-)$

$N = 1$ $\text{(P\text{bmn}, \#53)}$ $2N(\Gamma_1^+ + \Gamma_3^- + \Gamma_2^- + \Gamma_4^-)$

$N$ even $\text{(P\text{bmn}, \#53)}$ $2N(\Gamma_1^+ + \Gamma_3^- + \Gamma_2^- + \Gamma_4^-)$

---

$^{a}$Notation: Schoenflies symbol, Hermann-Mauguin symbol, International Tables for Crystallography space group #, Vol. A (ITCA) [113] - Vol. E (ITCE) [119] for “layered subperiodic groups” could be used, but ITCA leads to immediate comparison with the literature [30, 114]. One-to-one correlation exists when limited to the Brillouin zone center.

$^{b}$Space group (SG) notation. Conversion to point group (PG) notation and convenient basis functions for each irreducible representation are given in the Appendix B.
the vibrational modes \( \Gamma^{\text{vib}} \). Excluding the acoustic modes, the remaining irreducible representations for black P monolayer are \( 2\Gamma_1^+ \oplus \Gamma_2^+ \oplus \Gamma_3^+ \oplus \Gamma_4^+ \oplus \Gamma_1^- \oplus \Gamma_2^- \oplus \Gamma_4^- \), and for a blue P monolayer are \( \Gamma_1^+ \oplus \Gamma_4^+ \). While in the black P monolayer the one-dimensional representations \( \Gamma_1^+ \), \( \Gamma_2^+ \), \( \Gamma_3^+ \) and \( \Gamma_4^+ \) are Raman active, for the blue P monolayer only the \( \Gamma_1^+ \) and \( \Gamma_3^+ \) (where \( \Gamma_3^+ \) is doubly degenerate) modes are Raman active. The eigenvectors for black and blue P monolayer are illustrated in Appendix B.

The basis functions near each IR in the bottom part of Fig. 3.1 also guide the polarization dependent analysis in the back and forward Raman scattering configurations. We consider \( \hat{z} \) as the light propagation direction, with \( \hat{x}, \hat{y} \) as defined in Fig. 3.1. An \( xy \) polarization symbol indicates that the polarization of the incident light is in the \( x \) direction, and the polarization of the scattered light, in the \( y \) direction. For the blue P monolayer, the \( \Gamma_1^+ \) mode is detectable under \( xx \) and \( yy \) polarizations, and the \( \Gamma_3^+ \) mode is detectable under \( xx \), \( yy \) and \( xy \) polarizations. In the black P monolayer, the \( \Gamma_1^+ \) modes are detectable under
and $yy$ geometries, while the $\Gamma^-_2$ mode is detectable in the $xy$ configuration. Therefore polarization can be used to distinguish black and blue P monolayers from one another. Infrared spectroscopy is also different for the two allotropes: the black P monolayer shows $\Gamma^-_2 \oplus \Gamma^-_4$ modes that are infrared active, while the blue P does not show any infrared-active mode. In addition, the dependence with polarization can be used to identify the crystallographic orientation of each one of these allotropes.

The IR group-subgroup correlations are given by the lines connecting IRs in Fig. 3.1. For example, the application of an uniaxial strain to a blue P monolayer, with the $D_{3d}^3$ space group, generates a new structure with a $C_{3v}^3$ space group symmetry. The optical modes for the $C_{3v}^3$ structure are given by $2\Gamma^+_1 \oplus \Gamma^+_2$, in contrast with the previous $\Gamma^+_1 \oplus \Gamma^+_3$ of the unstrained structure. The maximum intensity in polarized Raman experiments occurs under the $xy$ configuration for the $\Gamma^+_2$ mode, and under the $xx$, $yy$, and $xy$ configurations for the $\Gamma^+_3$ mode. Furthermore, the lowering of symmetry in the strained structure lifts the degeneracy of the $\Gamma^+_3$ mode, thereby giving rise to two one-dimensional irreducible representations. The strain-induced symmetry breaking and the consequent breaking of the vibration mode degeneracies are reported in other 2D structures, like transition metal dichalcogenides [56] and graphene [120, 121]. For these materials, polarized Raman spectroscopy is recognized as a purely optical method for the determination of the crystallographic orientation and strain level. For blue P monolayer, depending on the peak frequency difference of the two new one-dimensional irreducible representations and their intensities, it is expected to be possible to realize a similar structural and strain analysis.

### 3.3 Multiple layers and different stacking orders of black and blue phosphorene

For a more complete characterization of black and blue phosphorus systems, it is important to extend the above symmetry analysis to multiple layers, considering different stacking orders, as shown in Fig. 3.2. The space groups and the irreducible representations of the vibrational modes of black and blue phosphorus are given in Table 3.2.

Figs. 3.2 (a,c) and 3.2 (b) show, respectively, the $AB$ and $AA$ stacking arrangements of black P, while Figs. 3.2 (d,f) and 3.2 (e) illustrate the corresponding stacks for blue P. The $AA$ stacking for both allotropes occurs when two monolayer units are piled up, with
each atom of the first monolayer on top of a corresponding atom in the second layer. The top view of the AA stacking arrangement, for both black and blue P, is identical to the monolayer seen in Fig. 3.1. In the AB stacking of black P, the second (top) layer is displaced from the first (bottom) layer by half of the primitive lattice vector $\vec{a}_2$, as shown in Fig. 3.2 (d). In blue P, an atom of the top layer is placed on top of a noncorresponding atom in the bottom layer, in the other sublattice [see Fig. 3.2 (a)].

The results presented in Table 3.2 show that different numbers of layers and different stacking arrangements can also result in symmetry variations, and the differences depend on whether $N$ is even or odd. For the AA stacking, an odd and even number $N$ of layers have the same space group ($D_{3d}^+ and D_{2h}^+$ for blue and black P, respectively). The number of modes for $N$ odd and even increases with increasing $N$, following the difference in the number of atoms/unit cell.

In AB black P, the $N$-layered structures can be obtained from exfoliation of the bulk A17 phase [$D_{2d}^{18}$ (Aema, #64)], and the space groups for $N$ odd and $N$ even layers are subgroups of the bulk space group. For AB bulk black P, $\Gamma^{vib} = 2\Gamma_1^+ \oplus \Gamma_2^+ \oplus \Gamma_3^+ \oplus \Gamma_4^+ \oplus \Gamma_5^+ \oplus 2\Gamma_2^- \oplus \Gamma_3^- \oplus 2\Gamma_4^-$ (for $\Gamma^{vib}$ in the standard setting, see Ref. [122]). Only the $\Gamma_1^+$ ($A_g$) ($xx$ and $yy$ polarizations) and $\Gamma_2^+$ ($B_{1g}$) ($xy$ polarization) modes are Raman active (in back and forward Raman scattering geometries)$^1$, and for both $N$ odd and even, these modes correspond to $\Gamma_1^+$ and $\Gamma_2^+$, respectively.$^2$

On the other hand, for blue P the AB stacking arrangement shows different space groups depending on the number of layers. The AB stacking of blue P is related to the A7 phosphorus phase [$D_{3d}^{5}$ (R3m, #166) space group, which can be treated as the ABC stacking of 3 blue P monolayer units]. It is possible to establish a correlation between the bulk ABC stacking and the bilayer AB stacking (see the Appendix B). The $\Gamma^{vib}$ for these two systems differs only in the total number of modes due to the change in the number of atoms in the primitive unit cell. Information from Table 3.2 shows a different number of predicted modes and symmetry variations depending on the number of layers for both AA and AB stacking of black and blue P with few-layers, and a layer-number dependent comparison analysis can be performed. For AA and AB blue P stacking, as well as for AA black P stacking, to the best of our knowledge, a bulk counterpart has not yet been synthesized.

$^1$See Appendix B for the character table for bulk black P
$^2$See Appendix D, Section D.5 for experimental data and conventional axes notation.
3.4 Inversion symmetry

The presence or absence of inversion is another symmetry-dependent property that can vary with the allotrope, the stacking order, and layer number $N$. In table 3.2 the inversion symmetry is absent only for the $N$ odd ($N > 1$) $AB$ stacked blue P $C_{3v}^1$ structure. The absence of inversion symmetry in the monolayer version of some transition metal dichalcogenides (TMDCs) [30] made it possible to couple spin and valley physics, opening new perspectives for spintronic and valleytronic devices [3, 123]. Furthermore, the absence of inversion symmetry in $N$ odd layers of TMDCs has been used in the study of nonlinear optical properties by means of second harmonic generation (SHG) [124–126]. In Table 3.2, the structure in which the inversion symmetry is absent is expected to show a significant SHG signal, while the centrosymmetric crystals must show no signal. It is interesting to note that the absence of inversion occurs for $N$ odd layers in the $AB$ blue P (excluding $N = 1$). The analysis of the presence versus absence of the inversion operation for $N$ odd and even layers in the same stacking arrangement based on SHG measurements can, therefore, be used to characterize the crystallographic orientation and number of layers for the $AB$ stacking of blue P.

3.5 Concluding remarks

In summary, we have used group theory to gain insights into the symmetry aspects of black P, blue P, graphene, silicene, germanene and stanene, and their few-layer related systems, in two different stacking arrangements. Our analysis can be used to distinguish the different systems, and for a fast characterization of in-plane heterostructures that can be built to customize certain desired properties in these new few layered materials. Strained black P and blue P monolayers may exhibit the $C_{2h}^{1}$ subgroup in common. Previous theoretical results suggested a possible conversion trajectory process from black to blue P monolayer [37], which corresponds to specific changes in the atomic positions and the stretching of the black P monolayer to obtain blue phosphorene. The group-subgroup relations shown here corroborate the hypothesis of a mechanical conversion route [37]. The analysis of inversion symmetry-breaking offers another possibility for identifying the number of layers and their crystallographic orientation, in addition to exploring nonlinear optical phenomena.
Chapter 4

Group theory analysis of phonons in two-dimensional transition metal dichalcogenides

Transition metal dichalcogenides (TMDCs) have emerged as a new two dimensional material’s field since the monolayer and few-layer limits show different properties when compared to each other and to their respective bulk materials. For example, in some cases when the bulk material is exfoliated down to a monolayer, an indirect-to-direct band gap in the visible range is observed. The number of layers $N$ ($N$ even or odd) drives changes in space-group symmetry that are reflected in the optical properties. The understanding of the space-group symmetry as a function of the number of layers is therefore important for the correct interpretation of experimental data. Here we present a thorough group theory study of the symmetry aspects relevant to optical and spectroscopic analysis, for the most common polytypes of TMDCs, i.e., $2H_{a}$, $2H_{c}$ and $1T$, as a function of the number of layers. Real space symmetries, the group of the wave vectors, the relevance of inversion symmetry, irreducible representations of the vibrational modes, optical activity, and Raman tensors are discussed.

4.1 Introduction

The dependence on the number of layers ($N$) and on the changes of the symmetry group were investigated in the characterization of the various TMDC optical properties, by means of Raman spectroscopy and second harmonic generation (SHG) [124–131]. Group
theory provides a valuable theoretical tool that can be used to understand the selection rules for the optical transitions, to find the eigenvectors for the lattice vibrations, and to identify the lifting of degeneracies due to external symmetry-breaking perturbations [55, 56]. A detailed study of these symmetry aspects for few-layers TMDCs is valuable to predict interesting characteristics and to properly interpret experimental results for these compounds, since few-layers TMDCs will belong to different space groups according to the number of layers, and their space groups will be different from those of their bulk crystal counterparts.

Group theory has already been used to describe the structure of TMDCs in the bulk form for different polytypes [29, 132], in the few-layer 2Hc polytype for zone center phonons (at the Γ Brillouin zone point) [127–129] and for the electronic structure at the Γ and K points [133], and for a more detailed understanding of some non-linear optical processes [125]. In this Chapter, group theory is applied to TMDCs in both the trigonal prismatic (H) and octahedral (T) metal atom coordinations, considering the stacking order for 2Ha and 2Hc for H, and 1T for T, and the dependence on the number of layers N (even or odd), and considering the full set of wave vectors in the Brillouin zone, i.e., going beyond the zone center. In Section 4.2 we discuss the symmetry analysis in real and reciprocal space for the 2H (Section 4.2.2 and 4.2.4) and 1T (Sections 4.2.3 and 4.2.4) polytypes. The relevance of inversion symmetry for the different TMDCs polytypes is discussed in Section 4.2.6. The irreducible representations for vibrational modes for few-layer TMDCs considering the high-symmetry points and lines in the Brillouin zone are presented in Section 4.2.7, and the Raman and infrared selection rules are shown in Section 4.2.8, while Section 4.2.9 gives the Raman tensors. Finally, Section 4.3 summarizes the main conclusions and comments on the cases of the lowering of symmetry induced by strain in MoS2, by engineering heterostructures, and by breaking the out-of-plane translational symmetry in WSe2.

4.2 Symmetry analysis

4.2.1 Real lattice symmetry

The family of layered TMDCs is composed of several polytypes with a different number of layers, or different metal atom coordinations that form the primitive unit cell (see
Table 4.1). As noted in the Introduction, the $X-M-X$ atomic configuration produces a monolayer that is actually composed of an atomic trilayer (TL) structure. The main polytypes under experimental and theoretical consideration nowadays (and analyzed in this thesis) are the trigonal prismatic $2H$ [two TLs in a trigonal prismatic coordination ($H$) are required to form the bulk primitive unit cell] and the octahedral $1T$ [one TL in an octahedral coordination ($T$) is required to form the bulk primitive unit cell] [see Figs. 4.1 (a) and (b)]. Each polytype, in turn, has a monolayer (one TL) as a basic 2D building block unit. The bulk crystal is made by piling up these monolayer units, namely $1H$ (trigonal prismatic or AbA coordination, where upper cases represent chalcogen atoms and lower cases represent metal atoms) and $1T$ (octahedral or AbC coordination), as can be observed in Figs. 4.1 (a) and 4.1 (b), respectively. The blue spheres represent transition metal atoms, and the orange spheres represent the chalcogen atoms. For bulk versions of these layered materials, where the out-of-plane translational symmetry is present, the lateral views of the unit cells are highlighted with red rectangles in Figs. 4.1 (c), 4.1 (d) and 4.1 (e).

There are several other polytypes for stacks of more than two TLs, and at least 11 polytypes were identified in TMDCs [132]. For example, the unit cell of the $3R$-MoS$_2$ (with the stacking /AbA BeB CaC/ [29, 132]) comprises nine atoms in three TLs. The treatment of these polytypes with a high number of TLs is beyond the scope of this thesis, but for the $3R$ case, Table 4.1 summarizes some symmetry considerations and gives representative examples.
Table 4.1: Number of structural formulas ($Z$), space groups and Wyckoff positions for 2H, 1T, and 3R TMDCs polytypes. One structural formula comprises one transition metal ($M$) and two chalcogen atoms ($X_2$).

<table>
<thead>
<tr>
<th>Polype</th>
<th>$2H_a$ polytype</th>
<th>$2H_b$ polytype</th>
<th>$2H_c$ polytype</th>
<th>$3R$ polytype*</th>
<th>$1T$ polytype</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># Structural formulas ($Z$)</td>
<td>$N_{odd}$</td>
<td>$N_{even}$</td>
<td>$N_{odd}$</td>
<td>$N_{even}$</td>
</tr>
<tr>
<td></td>
<td>Wyckoff positions</td>
<td>$M$ (2b)</td>
<td>$M$ (2c)</td>
<td>$M$ (3a)</td>
<td>$M$ (1a)</td>
</tr>
<tr>
<td></td>
<td>Compounds</td>
<td>$(Nb,Ta)(S,Se,Te)_2$</td>
<td>$Nb_{1+x}Se_2$</td>
<td>$Mo(S,Se,Te)_2$</td>
<td>$(Nb,Ta)(S,Se,Te)_2$</td>
</tr>
</tbody>
</table>

*According to previous literature on TMDCs [29, 132].

The fact that 3D space groups and the respective Wyckoff positions have been constructed considering translation along the out-of-plane direction does not change the conclusions that will be drawn in the present work because we disregard the wave vector along this non-existing direction.

*The Wyckoff positions for the space groups of $N$ odd and $N$ even layers of TMDCs are not established in the International Tables of Crystallography [113].
Figure 4.1: Transition metal atom coordination for (a) trigonal prismatic \((H)\) and (b) octahedral \((T)\) TMDCs polytypes. The blue spheres represent transition metal atoms and orange ones, chalcogen atoms. In (c), (d), and (e) the top and lateral views (top and bottom in each figure, respectively) of the primitive unit cells for bulk TMDCs materials are shown. The black rhombuses show the top view of the primitive unit cell, and the red rectangles indicate the lateral view. The primitive unit cell of the (c) \(2Ha\) or the (d) \(2Hc\) polytypes comprise six atoms, two transition metal atoms, and four chalcogenides \((Z = 2)\) in the trigonal prismatic coordination illustrated in (a), while the \(1T\) polytype shown in (e) has three atoms, comprising two chalcogenides, and one transition metal atom \((Z = 1)\) in the octahedral coordination illustrated in (b).

### 4.2.2 \(2H\) polytype

The \(2H\) bulk polytype can assume two forms with different stacking symmetries: \(2Ha\) (or \(/AbA CbC/\) stacking) [29, 132], and \(2Hc\) \((/CaC AcA/\) stacking) [132]. In \(2Ha\) stacking, one transition metal atom is always on top of another transition metal atom of the next layer, as shown in Fig. 4.1 (c). This polytype is reported to occur in NbSe\(_2\), NbS\(_2\), TaS\(_2\), and TaSe\(_2\) crystals [29]. In \(2Hc\) stacking, any transition metal atom is sitting on top of two chalcogenides atoms of the subsequent layer, as shown in Fig. 4.1 (d). This polytype occurs in MoS\(_2\), WS\(_2\), MoSe\(_2\), and WSe\(_2\) crystals. Both polytypes belong to the non-symmorphic hexagonal space group \(D_{6h}^1\) \((P6_3/mmc, \#194)\) [29]. The primitive unit cell for the bulk has six atoms \((Z = 2)\), where \(Z\) is the number of structural \(MX_2\) units.
required to form the primitive unit cell), and three atoms in each TL, as can be seen in
the red rectangles of Figs. 4.1 (c) and 4.1 (d). The Wyckoff positions\(^1\) for the 2H bulk polytypes, as well as the number of structural formulas \(Z\) are given in Table 4.1.

The 2Hb polytype is possible and occurs for nonstoichiometric compounds with an excess of metal atoms intercalated in the van der Waals gap [132]. Table 4.1 gives symmetry information and examples for this polytype. Some differences between the definition of 2Hb and 2Hc are found in the literature [29, 132], and the most recent nomenclature is used in this work [132, 134].

For few-layer systems there is a reduction in symmetry due to the lack of translational symmetry along the \(z\) axis (the \(z\) axis is perpendicular to the basal plane of the TLs). The symmetry operations are reduced from 24 in the bulk (see the symmetry operations in Table C.4 in Appendix C) to 12 for both even and odd numbers of TLs. Therefore, the few-TLs space groups are different from the bulk space groups and depend on the parity of the number of layers (even or odd number of TLs). Figure 4.2 illustrates the 1TL and 2TL stacking arrangements for the 2Hc polytype. The hexagonal real space for 1TL and 2TLs are given in Figs. 4.2 (a) and 4.2 (d), respectively.

The 2Hc polytype symmetry operations are illustrated in Figs. 4.2 (b) and 4.2 (e), which are the top-views of the primitive unit cells. In Figs. 4.2 (c) and 4.2 (f), the lateral views of the primitive unit cells are given for 1TL and 2TLs, respectively. The space groups of few-layer TMDCs can be renamed according to the “layered subperiodic groups”, from the International Tables for Crystallography Vol. E (ITCE) [119], but here we adopt the ITCA nomenclature [113] for comparison with related literature [114]. The 1TL of the 2H polytype belongs to the \(D_{3h}^1\) (\(P\bar{6}m2\), #187) hexagonal symorphic space group, as well as to other few-layer compounds with odd number of layers, whose point symmetry operations are \(E\) (identity), \(2C_3\) [clockwise and anti-clockwise rotations of 120\(^\circ\) about the axis represented as a black triangle in Fig. 4.2 (b)], \(3C_2\)' (two-fold axis in the \(\sigma_h\) plane), \(\sigma_h\) (the horizontal reflection plane that passes through the transition metal atom), \(2S_3\) (\(C_3\) clockwise and anti-clockwise rotations, followed by a \(\sigma_h\) reflection), and \(3\sigma_v\) (vertical reflection planes).

\(^1\)A Wyckoff position is the set of symmetry points that have the same site symmetry group. The site symmetry group is isomorphous to one of the crystallographic point groups and comprises the set of symmetry operations that leave a point \(\vec{q}\) invariant. The Wyckoff positions for the 230 space groups are listed in Ref. [113].
The 2TLs of 2H polytype and any other even number of TLs belong to the $D_{3d}^3$ ($P\bar{3}m1$, #164) symmorphic space group, whose symmetry operations are $E$, $2C_3$, $3C'_2$ [rotation axes placed in between two adjacent TLs, i. e., in the middle of the van der Waals gap in Fig. 4.2 (f)], inversion $i$ [red dot in the $\sigma_h$ plane of Fig. 4.2 (f)], $3\sigma_d$ [dihedral vertical mirror planes represented by red lines in Fig. 4.2 (e)], and $2S_6$ (clockwise and anti-clockwise rotations of 60° followed by a $\sigma_h$ reflection). For the 3TLs case, when another TL unit is added to the 2TLs shown in Figs. 4.2 (d), 4.2 (e) and 4.2 (f), the symmetry operations are the same as those observed for 1TL, since the $\sigma_h$ plane is recovered as a symmetry operation. The addition of subsequent layers will always show symmetry variations depending on whether the number of layers is odd or even, and the difference between these two groups is ultimately given by the presence of the inversion symmetry in 2TLs (which is absent in 1TL) and the presence of the $\sigma_h$ plane in 1TL (which is absent in 2TLs).
Figure 4.2: Primitive unit cell and symmetry operations of the $2H_c$ polytype. Blue spheres represent transition metal atoms and orange spheres represent chalcogen atoms. (a) and (d) show the top view for the 1TL and 2TLs, respectively. $\vec{a}_1$ and $\vec{a}_2$ are the primitive unit vectors, indicated in (a), while (b) and (e) represent the symmetry operations for the 1TL and 2TLs, respectively. The $C_3$ axes are perpendicular to the $xy$ plane in (b) and (e), and they are represented by black triangles. Three vertical mirror planes $\sigma_v$ and three dihedral mirror planes $\sigma_d$ are indicated as red lines in (b) and (e), respectively, while the black lines are the three $C'_2$ rotation axes in the horizontal mirror $\sigma_h$, represented in (c) and (f) together with the primitive unit cell. The $\sigma_h$ itself is not a symmetry operation for 2TLs, but it is discussed here since it is part of the $S_6$ operation, which is given as a $C_6$ rotation followed by a $\sigma_h$ reflection in this plane. The red lines in (e) denote the $\sigma_d$ mirror planes, and the red dot in the center of (f) indicates the position of the inversion symmetry operation.

4.2.3 1T polytype

From a symmetry standpoint, the 1$T$ polytype is constructed by piling up single 1TL units, where each subsequent layer is exactly the same as the previous one, with one transition metal atom (or chalcogen atom) on top of another transition metal atom (or chalcogen atom), in an octahedral coordination. In the bulk TMDC, the stacking is /AbC/AbC/ (see Fig. 4.1). The bulk form belongs to the $D_{3d}^3$ ($P\bar{3}m1$, #164) symmorphic space group. The unit cell comprises three atoms of one TL [red rectangle in Fig. 4.1 (e)]. The Wyckoff positions and number of structural formulas ($Z$) for the 1$T$ polytype TMDCs are given in Table 4.1. Because all layers are identical, the symmetry operations do not change by increasing the number of TLs, no matter if $N$ is even or odd. Figures 4.3 (a) and 4.3
(d) show the 1TL and 2TLs structures, respectively, of the 1T polytype. The symmetry operations of 1TL are: \( E, \ 2C_3, \ 3C'_2 \) [the \( C'_2 \) rotation axes are in the reflection plane, between the two chalcogen atoms, dividing in half the transition metal atom, as shown in the black lines in Fig. 4.3 (c)], inversion \( i \) (red dot in the transition metal atom), \( 3\sigma_d \) [dihedral vertical mirror planes represented by red lines in Fig. 4.3 (b)], and \( 2S_6 \) (clockwise and anti-clockwise rotations of 60° followed by a \( \sigma_h \) reflection). In the 2TL case, the same operations are still valid, but now the inversion and the reflection plane [Fig. 4.3 (f)] for the \( S_6 \) operation are located in the van der Waals gap.

Figure 4.3: Primitive unit cells and symmetry operations of the 1T TMDCs polytypes (bulk, 1TL and 2TLs). (a) and (d) show the 1TL and 2TL top view. In (d), chalcogen atoms are on top of chalcogen atoms, and transition metal atoms are on top of transition metal atoms, giving a similar top view to that observed for 1TL. In (b) and (e), the \( C_3 \) rotation axes (represented as black triangles) are perpendicular to the basal plane. The red lines represent \( \sigma_d \) mirror planes, while the black lines stand for \( C'_2 \) rotation axes that lie in the \( \sigma_h \) plane. The primitive unit cells for 1TL (and bulk) and for 2TLs are shown in (c) and (f), respectively, and the red dot in their centers denotes the inversion operations. Notice that \( \sigma_h \) is not a symmetry operation for 1TL (or \( N \) odd), 2TLs (or \( N \) even), or bulk, but the reflection plane is shown here to indicate the reflection in the two \( S_6 \) operations.
4.2.4 Primitive vectors of real and reciprocal lattice and atomic positions

Figures 4.2 and 4.3 show that for both $2H$ and $1T$ few-layer polytypes, the primitive vectors of the real lattice are given by vectors $\vec{a}_1$ and $\vec{a}_2$, similarly to the graphite case, and can be written as:

$$\vec{a}_1 = \frac{a}{2}(\sqrt{3} \hat{x} + \hat{y}), \quad \vec{a}_2 = \frac{a}{2}(-\sqrt{3} \hat{x} + \hat{y}),$$ (4.1)

In the case of $N$-layer $2H$ and $1T$ polytypes, the thickness is assumed to be a distance $d$ between the chalcogen atoms ($d$ is not a direct lattice vector), while the van der Waals gap can be represented as a distance $e$. Figure 4.4 shows the unit cells for 1TL, 2TL and 3TL for the $2Ha$, $2Hc$ and $1T$ polytypes.

For example, the position of the 6 atoms of the $2Hc$ 2TL [see Fig. 4.4 (b)] can be written as:

$$\vec{w}_1 = \frac{a}{2\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y} - \left(\frac{e}{2} + d\right) \hat{z},$$ (4.2)

$$\vec{w}_2 = -\frac{a}{2\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y} - \left(\frac{e}{2} + d\right) \hat{z},$$ (4.3)

$$\vec{w}_3 = \frac{a}{2\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y} - \frac{e}{2} \hat{z},$$ (4.4)

$$\vec{w}_4 = -\frac{a}{2\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y} + \frac{e}{2} \hat{z},$$ (4.5)

$$\vec{w}_5 = \frac{a}{2\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y} + \left(\frac{e}{2} + d\right) \hat{z},$$ (4.6)

$$\vec{w}_6 = -\frac{a}{2\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y} + \left(\frac{e}{2} + d\right) \hat{z}.$$ (4.7)
Figure 4.4: Unit cells for 1TL, 2TL and 3TL for the 2Ha, 2Hc and 1T N-layer polytypes. (a) Unit cells for the N-layer 2Ha polytype, in which the thickness of one TL is indicated by $d$, and the interlayer distance is given by $e$, for the 1TL and 2TL examples. (b) Unit cell for the N-layer 2Hc polytype. In the 2TL case, the atoms received indexes 1, 2, 3, ... for posterior comments on the primitive cell atomic positions in cartesian coordinates (see text), and the origin is indicated as $O$. (c) Unit cells for the N-layer 1T polytype.

and the origin is indicated by $O$ in Fig. 4.4 (b).

The reciprocal space high–symmetry points and directions for few-layer 2$H$ and 1$T$ polytypes can be defined similarly to the case of graphene [111] and are illustrated in the first Brillouin zone shown in Fig. 4.5. The red points and lines indicate the high–symmetry points and directions that were conveniently chosen for the group theory considerations in this Chapter. Table 4.2 gives the coordinates of these inequivalent points and directions of the first Brillouin zone of 2D TMDCs.

The reciprocal lattice vectors $\vec{b}_1$ and $\vec{b}_2$ (see Fig. 4.5) can be obtained from $\vec{a}_1$ and $\vec{a}_2$ by making use of Eq. (2.11), and the result can be written as:

$$\vec{b}_1 = \frac{2\pi}{a} (\frac{\sqrt{3}}{3} \hat{k}_x + \hat{k}_y), \quad \vec{b}_2 = \frac{2\pi}{a} (-\frac{\sqrt{3}}{3} \hat{k}_x + \hat{k}_y).$$

(4.8)
Figure 4.5: The Brillouin zone symmetries: $\Gamma$, $K$, $K'$, and $M$ are high–symmetry points; the $T$, $T'$, and $\Sigma$ are high–symmetry lines, and the $u$ denotes the symmetry for a generic point. The red points and lines indicate the high–symmetry points and directions that were conveniently chosen for the group theory considerations in this chapter and Chapter 4. $\vec{b}_1$ and $\vec{b}_2$ denote the in-plane reciprocal lattice vectors.

Table 4.2: Coordinates of high symmetry inequivalent points and lines inside the first Brillouin zone of 2D TMDCs.

<table>
<thead>
<tr>
<th>Point</th>
<th>Coordinate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma$</td>
<td>(0, 0, 0)</td>
</tr>
<tr>
<td>$\Sigma$</td>
<td>(0, 0, 0); $0 &lt; h &lt; \frac{2\pi}{\sqrt{3}}$</td>
</tr>
<tr>
<td>$M$</td>
<td>$\left(\frac{2\pi}{\sqrt{3}a}, 0, 0\right)$</td>
</tr>
<tr>
<td>$T'$</td>
<td>$\left(\frac{2\pi}{\sqrt{3}a}, \frac{m}{a}, 0\right)$; $0 &lt; m &lt; \frac{2\pi}{\sqrt{3}}$</td>
</tr>
<tr>
<td>$K$</td>
<td>$\left(0, \frac{4\pi}{3a}, 0\right)$</td>
</tr>
<tr>
<td>$T$</td>
<td>$\left(0, \frac{v}{a}, 0\right)$; $0 &lt; v &lt; \frac{4\pi}{3}$</td>
</tr>
<tr>
<td>$u$</td>
<td>$\left(h, m, 0\right)$</td>
</tr>
</tbody>
</table>

For the bulk counterparts, it must be taken into account the fact that the direct lattice primitive vectors $\vec{a}_1$ and $\vec{a}_2$ have an additional $\vec{a}_3$ vector perpendicular to the basal plane and with modulus $c$. For example, see the bulk unit cell for the $2Hc$ polytype shown in Fig. 4.6. The bulk real lattice primitive vectors can be written as:

$$\vec{a}_1 = \frac{a}{2}(\sqrt{3} \hat{x} + \hat{y}), \quad \vec{a}_2 = \frac{a}{2}(-\sqrt{3} \hat{x} + \hat{y}), \quad \vec{a}_3 = c\hat{z} \quad (4.9)$$

The coordinates of the 1, 2, 3, 4, 5 and 6 atoms can be written as:
Figure 4.6: Primitive unit cell for bulk 2Hc polytype and primitive vectors $\vec{a}_1$, $\vec{a}_2$ and $\vec{a}_3$. The origin of the system is indicated by $O$. The indexes 1, 2, 3, ... specify the atoms for its description in terms of cartesian coordinates (see text). $d$ represents the distance between two chalcogen atoms, and $c$ is the thickness of the bulk primitive cell.

\begin{align*}
\vec{w}_1 &= -\frac{a}{2\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y} + \left( \frac{c}{4} - \frac{d}{2} \right) \hat{z}, \\
\vec{w}_2 &= \frac{a}{2\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y} + \frac{c}{4} \hat{z}, \\
\vec{w}_3 &= -\frac{a}{2\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y} + \left( \frac{c}{4} + \frac{d}{2} \right) \hat{z}, \\
\vec{w}_4 &= \frac{a}{2\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y} + \left( \frac{3c}{4} - \frac{d}{2} \right) \hat{z}, \\
\vec{w}_5 &= -\frac{a}{2\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y} + \frac{3c}{4} \hat{z}, \\
\vec{w}_6 &= \frac{a}{2\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y} + \left( \frac{3c}{4} + \frac{d}{2} \right) \hat{z},
\end{align*}

and the origin is indicated by $O$ in Fig. 4.6.

The first Brillouin zone of the 3D TMDCs, for both 2H and 1T polytypes, is a hexagonal zone like in the case of graphene [111], and Fig. 4.7 illustrates it. The top view of this first Brillouin zone resembles Fig. 4.5 (the gray area in both figures are overlapped when
comparing the top view), but with the addition of the $\vec{b}_3$ vector perpendicular to the basal plane defined by $\vec{b}_1$ and $\vec{b}_2$. When comparing the 2D and 3D materials in the analysis presented in this thesis, only the $\Gamma KM$ region will be considered even for the 3D materials, because the remaining points are not present in the 2D case.

Figure 4.7: First Brillouin zone of 3D TMDCs and reciprocal lattice vectors $\vec{b}_1$, $\vec{b}_2$ and $\vec{b}_3$. The red points and lines indicate the high-symmetry points and directions. The gray area can be used to identify the overlap with Fig. 4.5, when comparing the top view for both 2D and 3D first Brillouin zones.

The reciprocal lattice vectors $\vec{b}_1$, $\vec{b}_2$ and $\vec{b}_3$ can be obtained from $\vec{a}_1$ and $\vec{a}_2$ and $\vec{a}_3$ by making use of Eq. (2.11), and the result can be written as:

$$\vec{b}_1 = \frac{2\pi}{a} \left( \frac{\sqrt{3}}{3} \hat{k}_x + \hat{k}_y \right), \quad \vec{b}_2 = \frac{2\pi}{a} \left( -\frac{\sqrt{3}}{3} \hat{k}_x + \hat{k}_y \right), \quad \vec{b}_3 = \frac{2\pi}{c} \hat{k}_z. \quad (4.16)$$

### 4.2.5 The Group of the Wave Vector

The differences between the space groups $D_{3h}^1$ and $D_{3d}^3$ when the number of TLs is odd or even define different symmetries for the group of the wave vectors (GWV) at each high-symmetry point or direction of the reciprocal space. Knowledge of the GWV is important because the invariance of the Hamiltonian under symmetry operations usually leads to degeneracies at these high-symmetry points or directions in the Brillouin zone [106, 108, 110]. The GWV for the $2H$ TMDCs is similar to the GWV found for $N$-layer graphene ABA and bulk graphite [114], since the space groups for bulk, $N$ even, and
$N$ odd ($N \geq 3$) TLs in the TMDC family resemble the corresponding graphene systems. However, the 1TL case in TMDCs lacks inversion symmetry and therefore belongs to the same space group ($P\bar{6}m2$) as that for other $N$-odd layers. Table 4.3 shows the groups that are isomorphic to the GWV for all the Brillouin zone high-symmetry points and axes occurring for bulk and for both odd or even number of TLs in the $2H$ polytype.

The $1T$ polytype has the same GWV regardless of the number of layers in the sample. The bulk is symmorphic, so it has the same GWV. Table 4.4 shows the GWV for different high-symmetry points and axes within the Brillouin zone for this polytype.
Table 4.3: Space groups and group of the wave vector (GWV) according to the number \(N\) of TLs for all high-symmetry points and lines in the Brillouin zone of the 2\(H\) polytype of TMDCs.

| \(N\) odd | Space group \(D_{3h}^1\) (\(P6m2\), #187) | \(D_{3h}^1\) (\(P6m2\), #187) | \(C_{3h}^1\) (\(P6\), #174) | \(C_{2v}^{14}\) (Amm2, #38) | \(C_{2v}^{19}\) (or \(C_{1}^{1}\), \(Pm\), #6) | \(C_{2v}^{14}\) (Amm2, #38) | \(C_{2v}^{19}\) (or \(C_{1}^{1}\), \(Pm\), #6) |
| \(N\) even | \(D_{3d}^3\) (\(P3m1\), #164) | \(D_{3d}^3\) (\(P3m1\), #164) | \(D_{3d}^2\) (\(P321\), #150) | \(C_{2h}^3\) (\(C2/m\), #12) | \(C_{2}^{3}\) (\(C2\), #5) | \(C_{2h}^3\) (or \(C_{3}^{3}\), \(Cm\), #8) | \(C_{1}^{1}\) (\(P1\), #1) |
| Bulk | \(D_{6h}^4\) (\(P6_3/mmc\), #194) | \(D_{6h}^4\) (\(P6_3/mmc\), #194) | \(D_{6h}^4\) (\(P62c\), #190) | \(C_{2h}^{17}\) (\(Cmcm\), #63) | \(C_{16}^{16}\) (\(Am2\), #40) | \(C_{14}^{14}\) (Amm2, #38) | \(C_{2v}^{19}\) (or \(C_{1}^{1}\), \(Pm\), #6) |

\(\sigma_{xy}\) is the \(\sigma\)'s mirror plane.

\(\sigma_{xz}\) is the \(\sigma\)'s mirror plane.
Table 4.4: Space group and group of the wave vector (GWV) for the high-symmetry points and directions in the Brillouin zone for 1T polytype in TMDCs, valid for $N$-layer (even or odd) and bulk.

<table>
<thead>
<tr>
<th>Space group</th>
<th>$\Gamma$</th>
<th>$K(K')$</th>
<th>$M$</th>
<th>$T(T')$</th>
<th>$\Sigma$</th>
<th>$u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{3d}^3$ (P$\overline{3}$m1, #164)</td>
<td>$D_{3d}^3$ (P$\overline{3}$m1, #164)</td>
<td>$D_2^1$ (P31m, #150)</td>
<td>$C_{32h}$ (C2/m, #12)</td>
<td>$C_{3}^2$ (C2, #5)</td>
<td>$C_{4z}^z$ (or $C_{4z}, Cm$, #8)</td>
<td>$C_{1}^1$ (P1, #1)</td>
</tr>
</tbody>
</table>

* "xz" is the $\sigma$'s mirror plane.
4.2.6 Relevance of inversion symmetry

The presence or absence of inversion symmetry is an important aspect of TMDCs, since it opens the possibility of coupled spin and valley physics [123, 135]. The strong spin-orbit coupling in TMDC materials is due to the $d$ orbitals in their heavy metal atoms, and spin splitting values on the order of 0.4 eV have been observed in WSe$_2$ [126]. In 2D lattices with hexagonal symmetry, the spatial inversion operation transforms $K$ and $-K$ valleys into one another. The absence of inversion symmetry which occurs for monolayer TMDCs gives origin to measurable physical quantities that distinguish the $\pm K$ valleys (like the Berry curvature [135]), giving access to the manipulation of information encoded in the valley subspace by coupling to external fields [135].

The inversion symmetry is also important for optics, e.g., the second–harmonic generation (SHG) technique, which has been routinely used to probe not only the presence of inversion symmetry, but also the crystal orientation [124, 125] and, recently, the effect on SHG of two artificially stacked TMDCs layers [136]. For centrosymmetric crystals, the $\chi^{(2)}$ nonlinear susceptibility vanishes [137], and no SHG signal is observed. The $2H$ TMDCs polytype (and in this case, also including the 1TL) belong to the non-centrosymmetric space group $D_{3h}^1$ and then it is possible to observe a SHG signal [124–126, 130, 136–138]. The $N$-even TLs for $2H$ TMDCs do not show SHG, since their space groups are centrosymmetric. For the $1T$ TMDCs polytype, both $N$-even and $N$-odd TLs have the same centrosymmetric space group $D_{3d}^3$, and the SHG signal is not expected. In this sense, the SHG mapping (together with other characterization tools) could be used to detect different polytypes in the same sample, since the $2H$ polytype with an odd number of layers shows SHG, while the layered $1T$ polytype does not.

4.2.7 Irreducible representations for vibrational modes

As noted in Section 2.2.1, the irreducible representations for the lattice vibrations ($\Gamma_{\text{lat.vib.}}$) are given by the direct product $\Gamma_{\text{lat.vib.}} = \Gamma_{\text{eq}} \otimes \Gamma_{\text{vec}}$, where $\Gamma_{\text{eq}}$ denotes the equivalence representation for the atomic sites, and $\Gamma_{\text{vec}}$ is the representation for the $x$, $y$ and $z$ real space vectors [110]. The $\Gamma_{\text{vec}}$ representation can be written as $\Gamma_{\text{vec}} = \Gamma^x \oplus \Gamma^y \oplus \Gamma^z$, or $\Gamma_{\text{vec}} = \Gamma^{x,y} \oplus \Gamma^z$ when $x$ and $y$ have the same irreducible representation. The $\Gamma_{\text{lat.vib.}}$ representations for the $2Ha$, $2Hc$, and $1T$ polytypes are given in Tables 4.5, 4.6, and 4.7.
respectively, for all the Brillouin zone high-symmetry points and lines (shown in Fig. 4.5), and for both odd or even numbers of TLs. It is worth noting that for the \(2Hc\) polytype, the \(\Gamma^{lat.vib.}\) for the \(K'\) point is the complex conjugated form of the \(\Gamma^{lat.vib.}\) for the \(K\) point, while for the \(2Ha\) polytype the atomic sites are different (due to different Wyckoff positions) and for this case the \(\Gamma^{lat.vib.}\) of the \(K\) and \(K'\) points are the same. In the \(1T\) polytype, the \(\Gamma^{lat.vib.}\) for the \(K\) and \(K'\) points is also the same. The conversion from the space group (SG) to the point group (PG) notation for the irreducible representations is indicated in each character table of Appendix C. The irreducible representations for vibrations for each high-symmetry point and line of the Brillouin zone for the bulk polytypes are also given in Tables C.1, C.2 and C.3 of Appendix C.

Table 4.5: Normal vibrational mode irreducible representations (\(\Gamma^{lat.vib.}\)) for \(N\)-layer TMDCs \(2Ha\)-polytype (/AbA CbC/), considering all the high-symmetry points and lines in the Brillouin zone.

<table>
<thead>
<tr>
<th>(2Ha)-polytype (/AbA CbC/)</th>
<th>(N) odd</th>
<th>(N) even</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Gamma)</td>
<td>(\frac{(2N+1)}{2}(\Gamma^1_1 \oplus \Gamma^3_3) \oplus (\frac{2N+1}{2})(\Gamma^1_3 \oplus \Gamma^2_3))</td>
<td>(\frac{2N}{2}(\Gamma^1_1 \oplus \Gamma^2_1 \oplus \Gamma^3_2 \oplus \Gamma^1_3))</td>
</tr>
<tr>
<td>(K(K'))</td>
<td>(\frac{2N+1}{2}(K^1_1 \oplus K^1_3 \oplus K^3_3) \oplus (\frac{2N+1}{2})(K^2_1 \oplus K^3_2 \oplus K^1_3))</td>
<td>(\frac{2N}{2}(K_1 \oplus K_2) \oplus 3NK_3)</td>
</tr>
<tr>
<td>(M)</td>
<td>(3N(M_1 \oplus M_3) \oplus (\frac{2N+1}{2})M_2 \oplus (\frac{2N+1}{2})M_3)</td>
<td>(3N(M^+_1 \oplus M^-_3) \oplus (\frac{2N}{2})(M^+_2 \oplus M^-_3))</td>
</tr>
<tr>
<td>(\Sigma)</td>
<td>(3N(\Sigma_1 \oplus \Sigma_3) \oplus (\frac{2N+1}{2})\Sigma_2 \oplus (\frac{2N+1}{2})\Sigma_3)</td>
<td>(6N\Sigma_1 \oplus 3N\Sigma_2)</td>
</tr>
<tr>
<td>(T(T'))</td>
<td>(\frac{2N+1}{2}T^+ \oplus (\frac{2N-1}{2})T^-)</td>
<td>(\frac{2N}{2}(T_1 \oplus T_2))</td>
</tr>
<tr>
<td>(u)</td>
<td>(\frac{2N+1}{2}u^+ \oplus (\frac{2N-1}{2})u^-)</td>
<td>(9Nu)</td>
</tr>
</tbody>
</table>

Table 4.6: Normal vibrational mode irreducible representations (\(\Gamma^{lat.vib.}\)) for the \(N\)-layer TMDCs \(2He\)-polytype (/CaC AcA/), considering all the high-symmetry points and lines in the Brillouin zone.

<table>
<thead>
<tr>
<th>(2He)-polytype (/CaC AcA/)</th>
<th>(N) odd</th>
<th>(N) even</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Gamma)</td>
<td>(\frac{(2N-1)}{2}(\Gamma^1_1 \oplus \Gamma^3_3) \oplus (\frac{2N+1}{2})(\Gamma^3_1 \oplus \Gamma^1_3))</td>
<td>(\frac{2N}{2}(\Gamma^1_1 \oplus \Gamma^3_3 \oplus \Gamma^3_1 \oplus \Gamma^1_3))</td>
</tr>
<tr>
<td>(K(K'))</td>
<td>(\frac{2N+1}{2}(K^1_1 \oplus K^3_3 \oplus K^3_1) \oplus (\frac{2N+1}{2})(K^3_1 \oplus K^1_3 \oplus K^3_1))</td>
<td>(\frac{2N}{2}(K_1 \oplus K_2) \oplus 3NK_3)</td>
</tr>
<tr>
<td>(M)</td>
<td>(3N(M_1 \oplus M_3) \oplus (\frac{2N+1}{2})M_2 \oplus (\frac{2N+1}{2})M_3)</td>
<td>(3N(M^+_1 \oplus M^-_3) \oplus (\frac{2N}{2})(M^+_2 \oplus M^-_3))</td>
</tr>
<tr>
<td>(\Sigma)</td>
<td>(3N(\Sigma_1 \oplus \Sigma_3) \oplus (\frac{2N+1}{2})\Sigma_2 \oplus (\frac{2N+1}{2})\Sigma_3)</td>
<td>(6N\Sigma_1 \oplus 3N\Sigma_2)</td>
</tr>
<tr>
<td>(T(T'))</td>
<td>(\frac{2N+1}{2}T^+ \oplus (\frac{2N-1}{2})T^-)</td>
<td>(\frac{2N}{2}(T_1 \oplus T_2))</td>
</tr>
<tr>
<td>(u)</td>
<td>(\frac{2N+1}{2}u^+ \oplus (\frac{2N-1}{2})u^-)</td>
<td>(9Nu)</td>
</tr>
</tbody>
</table>
Table 4.7: Normal vibrational mode irreducible representations \( \Gamma_{\text{lat.vib.}} \) for the \( N \)-layer TMDCs 1\( T \)-polytype (/AbC/AbC/), considering all the high-symmetry points and lines in the Brillouin zone.

\[
\begin{array}{ccc}
\hline
1\( T \)-polytype (/AbC/AbC/) & N \text{ odd} & N \text{ even} \\
\hline
\Gamma & (\frac{3N-1}{2})_1 \oplus (\frac{3N+1}{2})_2 \oplus (\Gamma_2^+ \oplus \Gamma_3^-) & (\frac{3N}{2})_1 \oplus (\Gamma_1^+ \oplus \Gamma_2^- \oplus \Gamma_3^-) \\
K(K') & (\frac{3N}{2})_1 \oplus (\Gamma_3^-) \oplus (3N\Sigma_3) & (\frac{3N}{2})_1 \oplus (K_1 \oplus K_2) \oplus 3N\Sigma_3 \\
M & (3N-1)(M_1^+ \oplus M_2^-) \oplus (\frac{3N}{2}) \oplus (3N+1)M_2^- & 3N(M_1^+ \oplus M_3^-) \oplus (\frac{3N}{2})_1 \oplus (M_2^- \oplus M_3^-) \\
\Sigma & 6N\Sigma_3 \oplus 3N\Sigma_2 & 6N\Sigma_1 \oplus 3N\Sigma_2 \\
T(T') & (\frac{9N-1}{2})_1 \oplus (\frac{9N+1}{2})_2 & (\frac{9N}{2})_1 \oplus (T_1^+ \oplus T_2^-) \\
u & 9Nu & 9Nu \\
\hline
\end{array}
\]

4.2.8 Raman and infrared activity

For bulk 2\( H \) polytypes (1\( T \) polytype), the lattice vibration irreducible representations \( \Gamma_{\text{lat.vib.}} \) for the 18 (9) zone center phonons are reproduced in the first line of Table B.16 (see also Tables C.1, C.2 and C.3 from the Appendix C). The classification of the modes as Raman active, infrared (IR) active, acoustic, and silent are given in Table B.16.

Table 4.8: Normal vibrational mode irreducible representations \( \Gamma_{\text{lat.vib.}} \) for bulk TMDCs at the \( \Gamma \) point within the 2\( Ha \), 2\( HC \), and 1\( T \) polytypes. The Raman active, infrared active, acoustic, and silent mode irreducible representations are identified.

\[
\begin{array}{ccc}
\hline
\text{Raman} & \Gamma_1^+ \oplus \Gamma_5^+ \oplus 2\Gamma_6^+ & \Gamma_1^+ \oplus 3\Gamma_4^+ \oplus 2\Gamma_2^+ \oplus 2\Gamma_3^- \oplus \Gamma_6^- \\
\text{Infrared} & \Gamma_2^- \oplus \Gamma_5^- & \Gamma_2^- \oplus \Gamma_3^- \\
\text{Acoustic} & \Gamma_2^+ \oplus \Gamma_5^+ & \Gamma_2^+ \oplus \Gamma_3^+ \\
\text{Silent} & 2\Gamma_1^+ \oplus \Gamma_3^+ \oplus \Gamma_6^- & - \\
\hline
\end{array}
\]

For the 2D polytypes, the Raman and IR active modes show symmetry variations depending on the number of layers, since the high-symmetry \( \Gamma \) points have different GWV. The GWV at the \( \Gamma \) point is \( D_{3h}^1 \) for \( N \)-odd 2\( H \) polytypes, \( D_{3d}^3 \) for \( N \)-even 2\( H \) polytypes, and \( D_{3d}^3 \) for the \( N \)-even and \( N \)-odd 1\( T \) polytype. The total number of modes for \( N \) even or \( N \) odd layers in the 2\( H \) and 1\( T \) polytypes, including their classification as Raman active, IR active, acoustic, and silent modes, are given in Tables 4.9 and 4.10, respectively. This classification is made by using the basis functions of each irreducible representation for the different space groups. For Raman activity, the irreducible representations with quadratic basis functions are active (see explanation in Appendix D, Section D.3). As
previously discussed in Chapter 2, the acoustic modes are those in which the whole unit cell is moved, and the irreducible representations comprise the basis functions of a radial vector \((x, y, z)\). The \(IR\)-active modes are selected after subtraction of the acoustic modes. The components of the electric dipole moments in the \(\hat{x}\), \(\hat{y}\) and \(\hat{z}\) directions are functions of \(x\), \(y\) and \(z\), respectively, and the action of a symmetry operation on each of these components transforms in the same way that the basis functions of a radial vector transform \([106, 109, 110]\). Therefore, the irreducible representations with \(x\), \(y\) and \(z\) as basis functions are \(IR\)-active. The remaining representation are classified as silent modes.

Table 4.9: Normal vibrational mode irreducible representations \((\Gamma_{\text{lat.vib.}})\) for the \(N\)-layer TMDCs at the \(\Gamma\) point within the \(2H_a\) and \(2H_c\) polytypes. Raman-active, infrared-active, acoustic, and silent mode irreducible representations are identified.

<table>
<thead>
<tr>
<th>(\Gamma_{\text{lat.vib.}})</th>
<th>(N) odd</th>
<th>(N) even</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raman</td>
<td>((\frac{3N-1}{2})(\Gamma_1^+ \oplus \Gamma_2^-) \oplus (\frac{3N+1}{2})(\Gamma_3^+ \oplus \Gamma_3^-))</td>
<td>((\frac{3N}{2})(\Gamma_3^+ \oplus \Gamma_2^+ \oplus \Gamma_2^- \oplus \Gamma_3^-))</td>
</tr>
<tr>
<td>Infrared</td>
<td>((\frac{3N-1}{2})(\Gamma_1^+ \oplus \Gamma_3^-))</td>
<td>((\frac{3N}{2})(\Gamma_3^+ \oplus \Gamma_3^-))</td>
</tr>
<tr>
<td>Acoustic</td>
<td>(\Gamma_3^+ \oplus \Gamma_2^-)</td>
<td>(\Gamma_2^- \oplus \Gamma_3^-)</td>
</tr>
<tr>
<td>Silent</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4.10: Normal vibrational mode irreducible representations \((\Gamma_{\text{lat.vib.}})\) for the \(N\)-layer TMDCs at the \(\Gamma\) point within the \(1T\)-polytype. Raman-active, infrared-active, acoustic, and silent mode irreducible representations are identified.

<table>
<thead>
<tr>
<th>(\Gamma_{\text{lat.vib.}})</th>
<th>(N) odd</th>
<th>(N) even</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raman</td>
<td>((\frac{3N-1}{2})(\Gamma_1^+ \oplus \Gamma_2^-) \oplus (\frac{3N+1}{2})(\Gamma_3^+ \oplus \Gamma_3^-))</td>
<td>((\frac{3N}{2})(\Gamma_3^+ \oplus \Gamma_2^+ \oplus \Gamma_2^- \oplus \Gamma_3^-))</td>
</tr>
<tr>
<td>Infrared</td>
<td>((\frac{3N-1}{2})(\Gamma_1^+ \oplus \Gamma_3^-))</td>
<td>((\frac{3N}{2})(\Gamma_3^+ \oplus \Gamma_3^-))</td>
</tr>
<tr>
<td>Acoustic</td>
<td>(\Gamma_2^- \oplus \Gamma_3^-)</td>
<td>(\Gamma_2^- \oplus \Gamma_3^-)</td>
</tr>
<tr>
<td>Silent</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

In the \(1T\) polytype, since the space group is the same for both \(N\)-even and \(N\)-odd, the representations for the few-TL films of this polytype refer to the same irreducible representations of the group of the wave vector \(D_{3d}^3\) at the \(\Gamma\) point, which, in turn, are the same as those found for its bulk counterpart.
4.2.9 Raman tensors

To define whether or not a specific vibrational mode will be experimentally observed in a given Raman scattering geometry, we use here the Porto notation [139, 140], which indicates the crystal orientation with respect to the polarization and propagation directions of the laser. Four letters are used in the Porto notation to describe the scattering process in the a(bc)d form: while “a” and “d” are the propagation directions of the incident and scattered light, respectively, “b” and “c” represent the polarization directions for the incident and scattered light, respectively. One common Raman experimental geometry is the backscattering configuration, where the incident and scattered light are directed in an opposite sense. For example, in the $\zeta(xy)z$ configuration, the $\zeta$ and $z$ are the directions of the incident and scattered light, with the opposite sense, $x$ is the polarization direction of the incident light, and $y$ is the polarization direction of the scattered light.

The Raman scattering intensity given by the perturbation Hamiltonian term is proportional to $|\hat{e}_s \cdot \alpha_r \hat{e}_i|^2$ (see Section D.2 in Appendix D), where $\hat{e}_s$ is the unit vector along the polarization direction of the scattered light, $\hat{e}_i$ is the unit vector along the polarization direction of the incident light, and $\alpha_r$ is the Raman tensor. The quadratic functions $(xx, xy, xz, yz, ...)$ indicate the irreducible representations for the Raman-active modes. Following this procedure, the Raman tensors for all the Raman active modes of $N$-layer thin films can be found. For the $2H$ polytype with $N$-odd few layers ($D_{3h}$ group of the wave vector for the Γ point), the Raman tensors are [141]:

$$\Gamma_1^+(A_1') : \begin{pmatrix} a & 0 & 0 \\ 0 & a & 0 \\ 0 & 0 & b \end{pmatrix},$$

$$\Gamma_3^+(E_1')(x) : \begin{pmatrix} 0 & d & 0 \\ d & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad \Gamma_3^+(E_1')(y) : \begin{pmatrix} d & 0 & 0 \\ 0 & -d & 0 \\ 0 & 0 & 0 \end{pmatrix},$$

$$\Gamma_3^-(E_2'') : \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & c \\ 0 & c & 0 \end{pmatrix}, \quad \Gamma_3^-(E_2'') : \begin{pmatrix} 0 & 0 & -c \\ 0 & 0 & 0 \\ -c & 0 & 0 \end{pmatrix}.$$

For the $N$-even $2H$ polytype, and for the $N$ even or odd $1T$ polytype, as well as for the
1T bulk crystal ($D_{3d}^3$ group of the wave vector for the Γ point), the Raman tensors are [141]:

\[
\Gamma_1^+(A_{1g}) : \begin{pmatrix}
a & 0 & 0 \\
0 & a & 0 \\
0 & 0 & b
\end{pmatrix},
\]

\[
\Gamma_3^+(E_g)_{(1)} : \begin{pmatrix}
c & 0 & 0 \\
0 & -c & d \\
0 & d & 0
\end{pmatrix},
\]

\[
\Gamma_3^+(E_g)_{(2)} : \begin{pmatrix}
0 & -c & -d \\
-c & 0 & 0 \\
-d & 0 & 0
\end{pmatrix}.
\]

For the non-symmorphic space group for the bulk 2H polytype, the Raman tensors are [141]:

\[
\Gamma_1^+(A_{1g}) : \begin{pmatrix}
a & 0 & 0 \\
0 & a & 0 \\
0 & 0 & b
\end{pmatrix},
\]

\[
\Gamma_5^+(E_{1g}) : \begin{pmatrix}
0 & 0 & 0 \\
0 & 0 & c \\
0 & c & 0
\end{pmatrix}, \begin{pmatrix}
0 & 0 & -c \\
0 & 0 & 0 \\
-c & 0 & 0
\end{pmatrix},
\]

\[
\Gamma_6^+(E_{2g}) : \begin{pmatrix}
0 & d & 0 \\
d & 0 & 0 \\
0 & 0 & 0
\end{pmatrix}, \begin{pmatrix}
d & 0 & 0 \\
0 & -d & 0 \\
0 & 0 & 0
\end{pmatrix}.
\]

4.3 Concluding remarks

In this Chapter, the symmetry-related aspects of bulk and N-layer 2Ha, 2Hc and 1T TMDC polytypes were discussed from a group theory perspective. The analysis of the presence of inversion symmetry gives different behaviors (in the case of odd numbers of TLs) for the same number of layers in a given material, with different polytypes. Therefore, it is possible to design experiments to probe, for example, the presence of different polytypes within the same sample, with the same number of layers. The breaking of
inversion symmetry is crucial in materials suitable for specific applications, like the development of valleytronic devices, and group theory predictions give directions to researches on how to design their devices to achieve their desired symmetry-related goals.

Some perturbations can lower the symmetry of these thin films and this approach has been used to tune some characteristics of these materials. In a strained MoS$_2$ monolayer, where the doubly degenerate Raman-active mode $E'$ splits into $E'^-$ and $E'^+$ peaks (depending on the magnitude and symmetry of the strain), an optical band gap was found and its magnitude is approximately linear with strain for both monolayer and bilayer MoS$_2$ [55, 56, 74]. By using different TMDCs, it is possible to engineer the optical band gap of interest to the researcher. Another possibility is the piling of different TMDCs to engineer new heterostructures, where the inversion symmetry is broken, with more options made available by using multiple materials. Such heterostructures are expected, for example, to give rise to tunable band gaps from 0.79 to 1.16 eV [71].

The symmetry properties of the vibrational modes were found for the high-symmetry points and lines in the Brillouin zone, extending previous knowledge beyond the zone center phonons in TMDCs. One important aspect of this symmetry analysis is that, from symmetry variations, it is possible to predict the difference in phonon modes in these structures. $N$ new Raman-active modes have been observed in few layers TMDCs like in WSe$_2$ [128] (see Section D.6 of Appendix D for experimental spectra and comments about the first-order Raman modes of some TMDCs). Density functional theory (DFT) combined with polarization-dependent Raman measurements and group theory were used to understand the first-order Raman spectra [128]. For example, the appearance of the inactive mode $B_{2g}^1$ in bulk WSe$_2$ and only for specific laser lines is still not well understood and is usually attributed to resonance effects [128]. However, for $N$ even and $N$ odd few layers of WSe$_2$, the $A_{1g}$ mode (for $N$ even TLs) and $A'_{1}$ mode (for $N$ odd TLs) are both observed at 310 cm$^{-1}$. Furthermore, the $E_{1g}$ mode at around 175 cm$^{-1}$ in bulk WSe$_2$ (the 2$Hc$ polytype) is not measurable under the backscattering configuration along the $z$ direction of light propagation, as well as the $E''$ mode for 1TL of the same polytype (see the Raman tensors in Section 4.2.9). In films with $N \geq 2$, the $E''$ mode develops into $E_g$ symmetry, for $N$-even TLs, and into $E'$ modes for $N$-odd layers, which are both detectable under $\bar{\varepsilon}(xx)z$ and $\bar{\varepsilon}(xy)z$ polarizations (these different behaviors are not related to substrate effects, since these modes are also detected in suspended samples) [128]. The mode at 260 cm$^{-1}$ in bulk WSe$_2$ was previously attributed to the Raman-active out-of-
plane $A_{1g}$ mode, but polarization measurements have shown that even for the $z(xyz)$ configuration this mode is observed, in contrast with the group theoretical prediction and the previous symmetry assignment. This mode was consequently attributed to second-order Raman scattering [128]. Similar results were observed for MoTe$_2$ [129] and are expected for other TMDCs. The extended group theory analysis described here should be used to guide researchers in making correct mode assignments using the tables and discussion given in the present work.
Chapter 5

Optical properties of N-layer WSe$_2$: Raman scattering, Photoluminescence and unusually high Second Harmonic Generation

The layer-number dependent optical properties of few-layer mechanically exfoliated Tungsten Diselenide (WSe$_2$) samples are studied using Raman scattering, Photoluminescence and Second Harmonic Generation. The vibrational modes are identified according to their symmetries, and even vs. odd number of layers symmetry dependence which allow for the identification of single layer WSe$_2$. The Photoluminescence spectra show two peaks, one related to the direct band gap transition and another attributed to the spin-orbit splitting. Second Harmonic Generation measurements of few-layer WSe$_2$ show an unusually intense signal for an odd number of layers and no measurable signal for an even number of layers. The value of the effective second order nonlinear susceptibility for monolayer WSe$_2$ is reported here for the first time, with a value that is three orders of magnitude larger than the values usually reported for other nonlinear bulk crystals.

5.1 Introduction

The class of layered Transition Metal Dichalcogenides (TMDCs) is presently attracting increased attention due to the observation of new phenomena arising in systems of reduced dimensionality. The discovery of special optical and electrical properties, as well as new application possibilities, have multiplied in recent studies in which these materials
are exfoliated down to monolayer films [2–4]. The monolayer version is composed of one transition metal atom (M) and two chalcogen atoms (X), in the form X-M-X or MX₂. This is, in fact, an atomic trilayer (TL) in which the metal atoms have a trigonal prismatic (2H) or octahedral (1T) coordination [29, 30]. The bulk form of some TMDCs, like MoS₂, WS₂ and WSe₂, are indirect gap semiconductors, but a indirect-to-direct gap transition is observed for monolayer (1TL) [67–69], making these materials suitable for optoelectronic applications [3]. Raman spectroscopy has been used to characterize features that depend on the number of layers (N) in these materials [128, 142]. The Second Harmonic Generation (SHG) technique has also been used to test the presence of inversion symmetry in different types of TLs [124–126].

In this work, we perform Raman Spectroscopy, Photoluminescence and SHG analysis of few-layer WSe₂. The preliminary results shows a temperature dependent photoluminescence and a nonlinear susceptibility value of \( d_{eff} \sim 5 \text{ nm/V} \), which is three orders of magnitude larger than in usual nonlinear crystals.

## 5.2 Results and discussion

### The sample

Figure 5.1 (a) shows an optical image of a few-layer sample of WSe₂, where 1, 2, 3 TLs and bulk (in white) are indicated. The WSe₂ single crystals were synthesized using chemical vapor transport and following a well established method in the literature [143]. Few-layer samples were deposited on top of 300 nm SiO₂/Si using the scotch tape mechanical exfoliation method [144].

### Raman Spectroscopy

The non-polarized Raman experiment was performed using a Renishaw InVia spectrometer equipped with a 50X objective (in the backscattering configuration) under excitation of the 514 nm laser line. The laser power used to acquire these spectra was 35 \( \mu \text{W} \) for the few-layer samples and 400 \( \mu \text{W} \) for the bulk samples (to avoid laser damage of the samples [144]), with two accumulations of 60 seconds for each spectrum. Raman spectra are plotted in Fig. 5.1 (b). The Raman spectroscopy is used here to distinguish the monolayer region of the sample, for which the peak near 310 cm⁻¹ is not active. For more information and comments on the Raman spectra of transition metal dichalcogenides, see Appendix D, Section D.6.

### Photoluminescence analysis

One of the most remarkable properties of 1TL of a TMDC
Figure 5.1: Optical image and Raman spectra for a WSe$_2$ mechanically exfoliated sample sitting on top of a 300 nm SiO$_2$/Si substrate. (a) Optical image. (b) Raman spectra of 1, 2 and 3 TLs samples, as well as the bulk sample shown in (a). The spectra of the 3 TLs and bulk samples were multiplied by factors of 7 and 15, respectively, for clarity.

material like MoS$_2$, WS$_2$ and WSe$_2$ is the crossover from an indirect band gap in the bulk to a direct band gap in the monolayer form [67–69, 145, 146]. Figure 5.2 (a) shows a luminescence image of the same sample shown in Fig. 5.1 (a), in which the brightest regions indicate a larger intensity luminescence signal (image acquired with an Imager A2m Zeiss microscope, using laser excitation at 560 nm, with a 50X objective and equipped with an AxioCam MRm camera). The regions of 1 TL, 2 TL, 3 TL and bulk are indicated and, as the number of layers increases, the luminescence contrast diminishes. The bulk region shows an apparent higher contrast than the 3 TL region. Figure 5.2 (b) illustrates the remarkable difference between the photoluminescence signal from the 1 TL and from the bulk regions. The main feature of the 1 TL is the direct transition that occurs between the valence and conduction band at the K point of the Brillouin Zone (BZ). The Photoluminescence spectra was acquired with a 50X objective and 488 nm laser excitation, in the backscattering configuration. Extended mode acquisition was used, with one acquisition of 10s and using a laser power of 16$\mu$W at the sample.

Figure 5.3 shows photoluminescence spectra at low temperatures. In Fig. 5.3 (a), the photoluminescence spectrum of 1 TL WSe$_2$ was acquired at 45 K, and a secondary peak at $\simeq 2.1$ eV is observed. This secondary peak is attributed to the spin-orbit splitting that occurs in the valence band at the high symmetry K point of the BZ. The breakdown of the inversion symmetry in samples with an odd number of layers lifts the degeneracy of the spin states in the valence band (at the K point) [147]. In this scenario, there are two possible transitions, “A” and “B”. The first and more prominent, “A”, occurs at $\simeq 1.7$ eV,
and the second, “B” at $\approx 2.1$ eV. The magnitude of the spin-orbit splitting is $\approx 0.4$ eV, and this value corroborates previous experimental and theoretical results [126]. Figure 5.3 (b) shows the photoluminescence spectra of the bulk sample, acquired at 50 K, and it shows the small intensity of the A peak when compared with the monolayer case, as well as the indirect transition I. Figure 5.3 (c) is the plots of the photoluminescence spectra acquired with increasing temperatures. The main peak “A” shifts from 1.69 eV at 40 K to 1.66 eV at 300 K, and there is also a broadening of the peak, as well as an asymmetry in its lineshape as the temperature increases, reflecting the changes in the electronic structure. Figure 5.3 (d) shows that the energy of the main PL peak “A” diminishes with increasing temperature.

**Second Harmonic Generation.** Figure 5.4 shows the SHG data acquired for the same samples that were studied optically, by Raman spectroscopy, and PL spectroscopy in Figs. 5.1 and 5.2. Figure 5.4 (a) shows the second harmonic (SH) image obtained by a raster scan of the few-layers WSe$_2$. A Ti:Sapphire laser (KM Labs) with a central wavelength at 816 nm and a repetition rate of 88 MHz was focused on the sample through a long working distance objective lens (Mitutoyo 50X, NA = 0.55). The SH signal was collected through the same objective and then detected by a spectrometer. The regions with 1, 2 and 3 TL are indicated, as well as that with the bulk WSe$_2$ structure. The contrast in 5.4 (a) shows that the 1 TL location presents an intense SH signal, while the signal from 3 TL is less intense but comparable to that of 1 TL, while the 2 TL region of the sample does not show a measurable signal. The bulk region of the sample, however, shows
Figure 5.3: Photoluminescence spectra acquired at low temperatures for 1 TL and bulk samples of WSe$_2$. (a) shows the photoluminescence spectra of the 1 TL acquired at 45 K, while in (b) the bulk spectrum is plotted (acquired at 50 K). In (c), the photoluminescence spectra of a 1 TL sample are plotted at different temperatures. Each spectrum was obtained while the temperature was increased from $T_i$ to $T_f$. The peak broadens and shifts to lower energies when the temperature is increased. (d) shows the “A” peak energy as a function of temperature, showing the energy decrease with increasing temperature.

The presence (or absence) of a SHG signal is a fundamental consequence of the absence (presence) of inversion symmetry in crystals [137, 138]. The inversion symmetry is broken for an odd number of layers (in this case, the 1 TL and 3 TL). An odd number of layers belongs to the D$_{3h}^1$ space group (which lacks the inversion symmetry operation) and these two types of samples show an intense SH signal [30]. For the even number of layers, that belongs to the D$_{3d}^3$ space group, the inversion symmetry operation is present and, as a consequence, the 2 TL does not show SHG. This is a powerful symmetry argument,
since it probes the inversion symmetry based on SHG considerations. For example, the 1T-WSe$_2$ (WSe$_2$ in which the transition metal W atoms have octahedral coordination with the chalcogen Se atoms [29, 30]) must show no SHG, since both N-odd and N-even few-layers belongs to the D$_{3d}^3$ space group for which the inversion symmetry is present [30, 128].

Figure 5.4 (b) shows the SH spectrum of the WSe$_2$ 1TL (blue) and the fundamental laser spectrum (in red), where it is possible to identify the frequency doubling effect. Since the SHG is a non-linear second-order process, the SH signal intensity is a quadratic function of the input laser intensity. To verify whether or not the emission observed in the bright regions are due to a genuine SH signal we plot the quadratic dependence, as shown in Fig. 5.4 (c). The inset with a log-log scale shows the pure quadratic power dependence. The linear fit of the form $y = a + bx$ gives the angular coefficient $b = 2.18 \pm 0.04$ for 1 TL, $-0.1 \pm 0.1$ for 2 TL, $2.18 \pm 0.03$ for 3 TL and $2.33 \pm 0.05$ for bulk. These values confirm the observation of SHG for $N = 1, 3$.

Using the approach previously outlined for WS$_2$ [148], the surface second order nonlinear susceptibility $\chi^{(2)}_s$ can be described in terms of the average power $P_i$ ($i = 1$ for the fundamental and $i = 2$ for the SH pulse), the pulse repetition rate ($R$), and pulse width ($t_i$), wavelength ($\lambda_i$ for the fundamental and $\lambda_2$ for the SH frequency), refractive index $n_i$ ($i = 1$ for the refractive index of the substrate at $\lambda_1$, and $i = 2$, for $\lambda_2$) and the numerical aperture of the lens ($NA$):

$$\chi^{(2)}_s = \sqrt{\frac{\epsilon_0 c \lambda_2^2 P_2 R t_2^2 (n_2 + 1)^2 (n_1 + 1)^4}{32 (NA)^2 t_2 P_1^2 \phi}}$$  \hspace{1cm} (5.1)$$

where $\phi = 8\pi \int_0^1 |\cos^{-1} \rho - \rho \sqrt{1 - \rho^2}|^2 \rho d\rho$.

The effective bulk-like second-order susceptibility ($d_{eff}$) is calculated using the relation $d_{eff} = \chi^{(2)}_s / 2T$, where $T$ is the thickness of the WSe$_2$ 1TL ($T = 0.7$ nm), and $d_{eff} \approx 5$ nm/V for a WSe$_2$ monolayer. For WS$_2$ 1TL, $d_{eff} \approx 4.5$ nm/V ($T = 0.65$ nm) [148]. Due to the intense nonlinear response, it was possible to observe the SH signal for an input power as low as 0.2 mW.
Figure 5.4: Second harmonic generation analysis of 1, 2, 3TL and bulk WSe$_2$. (a) shows the SH image of the raster scan of a few-layer WSe$_2$ sample. The number of layers in each region, as well as the bulk area are indicated. (b) shows the SH spectrum for WSe$_2$ 1TL (blue) and the fundamental laser spectrum (red), where it is possible to verify the frequency doubling. (c) is the plot of the SHG signal power as a function of the input power (showing the characteristic quadratic dependence), for the regions indicated in (a). The inset is the same data potted in a log vs. log scale, showing the expected linear behavior.
Table 5.1: Values of the measured second-order nonlinear susceptibility $d$ (nm/V) and the respective laser wavelength $\lambda_L$ (nm) used for each experiment, for 1TL (2D) and bulk (3D) TMDCs and for common nonlinear crystals found in the literature.

<table>
<thead>
<tr>
<th>Materials</th>
<th>$d$ (nm/V)</th>
<th>$\lambda_L$ (nm)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>H(1TL) MoS$_2$</td>
<td>$d_{eff} = 5$</td>
<td>810</td>
<td>[130]</td>
</tr>
<tr>
<td>2H (bulk) MoS$_2$</td>
<td>$d_{eff} &lt; 5 \cdot 10^{-5}$</td>
<td>1064</td>
<td>[149]</td>
</tr>
<tr>
<td>3R MoS$_2$ (bulk)</td>
<td>$d_{21} = 0.5$</td>
<td>1064</td>
<td>[149]</td>
</tr>
<tr>
<td>H(1TL) WS$_2$</td>
<td>$d_{eff} = 4.5$</td>
<td>832</td>
<td>[148]</td>
</tr>
<tr>
<td>H(1TL) WSe$_2$</td>
<td>$d_{eff} = 5$</td>
<td>816</td>
<td>This work</td>
</tr>
<tr>
<td>$\beta$-BaB$_2$O$_4$ (BBO)</td>
<td>$d_{11} = 1.6 \cdot 10^{-3}$</td>
<td>1064</td>
<td>[150]</td>
</tr>
<tr>
<td></td>
<td>$d_{22} = 2.2 \cdot 10^{-3}$</td>
<td>1064</td>
<td>[150]</td>
</tr>
<tr>
<td></td>
<td>$d_{31} = 0.16 \cdot 10^{-3}$</td>
<td>1064</td>
<td>[150]</td>
</tr>
<tr>
<td>GaAs</td>
<td>$d_{14} = 368.7 \cdot 10^{-3}$</td>
<td>10,600</td>
<td>[150]</td>
</tr>
<tr>
<td>GaSe</td>
<td>$d_{22} = 54.4 \cdot 10^{-3}$</td>
<td>10,600</td>
<td>[150]</td>
</tr>
<tr>
<td>$\alpha$-SiO$_2$ (quartz)</td>
<td>$d_{11} = 0.4 \cdot 10^{-3}$</td>
<td>1058.2</td>
<td>[138]</td>
</tr>
</tbody>
</table>
The TMDCs 1TL are being reported to present extremely high $d_{eff}$ values when compared with other usual nonlinear crystals [124, 148]. Table 5.1 shows the values found for some TMDCs 1TL regions, including the value of $d_{eff}$ for WSe$_2$ reported in the present work. The $d_{eff}$ for 1TL usually shows values that are three order of magnitude higher than for the commonly used nonlinear crystals (an extensive list of nonlinear crystal second-order susceptibility values can be found in the related literature [137, 138, 150], but it does not happen for 2D materials).

5.3 Concluding remarks

In conclusion, the Raman, photoluminescence and SHG data for WSe$_2$ for a few-layer sample exfoliated using the scotch tape method is reported, and the effective second-order nonlinear susceptibility value of $d_{eff}\sim 5$ nm/V was obtained. This value is found to be three orders of magnitude higher than the values for usual nonlinear crystals and a comparison is shown in Table 5.1. The reduced thickness of these 1TLs, together with its high $d_{eff}$ opens the possibility of using 1TL TMDCs as precursors for highly efficient and dimension-reduced nonlinear devices [151].
Chapter 6

Raman spectra of few-layer NbSe$_2$: oxidation aspects, structural phase transition perspectives and h-BN heterostructure

In this Chapter we present the Raman spectroscopy, Atomic Force Microscopy (AFM) and Optical microscopy studies of few-layer NbSe$_2$ films. In some transition metal dichalcogenides (TMDCs) like 2$H$-TaSe$_2$, 2$H$-TaS$_2$, and 2$H$-NbSe$_2$, phenomena like Charge Density Waves (CDWs) and Superconductivity coexists [152], but the related exploitation of few-layer samples has been delayed due to the lack of proper management of these reactive materials. The structural damage induced by the laser heating in low temperature Raman measurements is discussed here, as well as the use of heterostructures composed of a top few-layer hexagonal boron nitride (h-BN) as a protective coating to improve the reliability of the Raman measurements. The vibrational spectra are discussed and the softening of the 2-phonon related mode at $\cong 185$ cm$^{-1}$ is observed for the few-layer samples. These are our preliminary results which aim to shed light on the basic properties of few-layer NbSe$_2$ films, as well as on the challenges and prospects for the application of few-layer NbSe$_2$ to explore physical properties like CDWs.

6.1 Introduction

As mentioned in previous chapters, after the discovery of graphene’s special properties, the transition metal dichalcogenides (TMDCs) have attracted significant attention due to
the search for other 2D materials with specific electronic, vibrational and optical properties. Among the specific character of each material of the TMDCs family, the use of combinations of different TMDCs in heterostructures is another path that is being developed to tune their properties [71, 72, 136], including band gap engineering. Layer-dependent phenomena have been observed, like the indirect-to-direct band gap transition [67–69, 146, 153], the Raman spectra showing the emergence of new peaks for few layers and Second Harmonic Generation (SHG) depending on the odd or even number of layers of the thin films (see Chapter 4 and Refs. [124, 125, 128, 143]).

Among the several components of the TMDCs family, there are some of them that exhibit Charge Density Waves (CDWs). The CDW is a translational broken (or reduced) symmetry ground state of some layered materials [73]. When these materials reach temperatures below a certain transition temperature ($T_{CDW}$), the system energy is lowered through the generation of a periodic lattice distortion (superlattice). According to Ref. [154], in this new condition the electrons are subjected to a periodic modulation that gives rise to an energy gap at the Fermi surface (see Fig. 6.1). Although the fact that the CDW driving mechanism is a question under examination for a long time, a complete understanding of its microscopic origin is still missing [152, 155]. In bulk $2H$-NbSe$_2$, an incommensurate charge density wave (ICDW)\(^1\) transition occurs at $T < T_{CDW} = 33.5$ K [156] with a wave vector $\vec{Q}_{CDW} \approx \tilde{b}_1/3$, where $\tilde{b}_1$ is a primitive in-plane reciprocal-lattice vector [155]. Furthermore, it is possible to observe the simultaneous existence of superconductivity (SC) for temperatures lower than $T < T_{SC} = 7.2$ K.

Bulk NbSe$_2$ is a metallic TMDC with the space group $D_{6h}^4$ ($P6_3/mmc$, #194). As mentioned previously for the other TMDCs, the NbSe$_2$ trilayers (TLs) are separated by van der Waals weak interactions (gaps among the TLs), and for this reason it is possible to exfoliate few layers of this material. The Nb atoms have a trigonal prismatic coordination and the common polytype is the $2Ha$-NbSe$_2$ stacking (see Chapter 4 and Ref. [29]). The lattice parameters are $a = 0.345$ nm and $c = 0.628$ nm [29], and the thickness of 1TL is 0.681 nm [158]. In the bulk $2Ha$-NbSe$_2$ at temperatures higher than the CDW transition temperature ($T_{CDW}$), the irreducible representations for the phonons at the center of the Brillouin zone (Γ point) are given by $\Gamma^{\text{lat.vib.}} = A_{1g} \oplus 2B_{2g} \oplus E_{1g} \oplus 2E_{2g} \oplus 2A_{2u} \oplus B_{1u} \oplus 2E_{1u} \oplus E_{2u}$ (in the conventional axis setting of Refs. [156, 159]. See Chapter 4 and Appendix C for

---

\(^1\)An incommensurate charge density wave is a periodic modulation of the conduction electron density whose wavelength is not a simple multiple of the lattice constant [156].
Figure 6.1: Picture of the transition from the normal phase to the CDW state for temperatures below $T_{CDW}$. The superlattice formation gives origin to an electronic density modulation, the opening of a band gap and the observation of different Raman spectrum for CDW materials [157].

axis setting according to the setting adopted for $N$-layer TMDCs). The nondegenerate $A$ modes are out-of-plane vibrations, while the twofold degenerate $E$ modes are in-plane vibrations. The $A_{1g}$ mode is Raman-active (a totally symmetric mode) [156], $E_{1g}$ and $E_{2g}$ are doubly degenerate Raman-active modes, and the $A_{2u}$ and $E_{1u}$ modes are infrared-active. The remaining $A_{2u}$ and $E_{1u}$ modes are acoustic modes, and the $B_{2g}$, $B_{1u}$ and $E_{2u}$ modes are silent. The $A_{1g}$ mode is observed in Raman spectra with a frequency of $\approx 230 \text{ cm}^{-1}$, while the $E_{2g}^1$ mode is observed at $\approx 238 \text{ cm}^{-1}$ [159]. The $E_{2g}^2$ mode is observed at low frequencies ($\approx 30 \text{ cm}^{-1}$) [159] and the $E_{1g}$ mode (so-called rigid-layer or shear mode) is forbidden in the backscattering Raman configuration (see Chapter 4). Although even for different configurations, the $E_{1g}$ mode is not observed, possibly due to its small Raman cross section [159].

A broad Raman peak centered at $\approx 185 \text{ cm}^{-1}$ is usually attributed to a two-phonon process involving longitudinal acoustic (LA) phonons [156, 160, 161]. The LA phonons exhibit a Kohn anomaly which gives rise to a high density of states for the two-phonon process and, with the strong electron-phonon coupling, these conditions are required for a CDW transition [160].

As previously mentioned and measured for other TMDCs [128, 129, 143], the observation of symmetry variations (and the appearance of new Raman-active modes in the Raman spectra) is expected for NbSe$_2$ few-layer samples. The irreducible representations for the lattice vibrations in few-layer samples can be found in Chapter 4. Until now, to the best
of our knowledge, it was not possible to identify these new modes in NbSe$_2$ due to the difficulties associated with both the sample preparation and the Raman measurement of suitable samples for such studies.

For temperatures lower than $T_{CDW}$, the CDW material goes through the formation of a superlattice. In this superlattice, the number of atoms (or the structural formulas, see Chapter 4) increases, and beyond that, the system can assume another symmetry group. With this change in symmetry, it is possible to detect new Raman-active modes exclusively related to the CDW and to study the CDW transition by making use of these new peaks. For NbSe$_2$, a broad and strong new peak is measured at $\approx 50$ cm$^{-1}$ at 4 K [156]. This low-energy mode is observed only in the parallel-polarization (like the $A_{1g}$ mode) and its energy and intensity decreases rapidly as the temperature approaches $T_{CDW}$ from below [156]. The Rayleigh rejection filter that is used in our experiment cuts out the frequencies below $\sim 50$ cm$^{-1}$, and the lower temperature obtained in the cooling chamber was near 20 K, so it was not possible to observe the CDW by using this peak in our setup. From another viewpoint, previous Raman experiments performed on bulk NbSe$_2$ CDW transition revealed that when the temperature approaches $T_{CDW}$ from above, the two-phonon peak exhibits progressive changes: a reduction of its intensity, a considerable broadening, and a red-shift in frequency [156, 162]. Within our experimental possibilities, the study of the modifications of the two-phonon mode is the only option (at least for the expected spectra modifications in bulk NbSe$_2$) to analyze the CDW transition in few layers NbSe$_2$.

In this Chapter, Raman spectroscopy at room conditions and at low temperatures, Atomic Force Microscopy (AFM) and Optical identification are all used to study phonons in NbSe$_2$ few-layer samples. The issues related to oxidation and degradation of the samples are discussed, as well as the power-dependent Raman spectroscopy measurement. Some heterostructures formed by NbSe$_2$ few layers covered by hexagonal boron nitride (hBN) were fabricated and the Raman spectra obtained with this structure is discussed as well. The preliminary results presented here come from measurements performed during a visit to the laboratory of Prof. Mauricio Terrones at Penn State University, and Prof. Mildred Dresselhaus laboratory at MIT.
6.2 Methods

The 2\textit{Ha}-NbSe$_2$ polytype bulk crystals used as precursors for the few-layer samples were purchased from 2D Semiconductors.com. The flakes were exfoliated on top of 300 nm SiO$_2$/Si substrates (which gives reasonable optical contrast for this sample [158, 163]) using the scotch tape exfoliation method [1, 164]. The few-layer samples were identified using the contrast observed in Optical microscopy, while the height of each region was identified by AFM measurements in the tapping mode. The few-layer flakes of h-BN were transferred to the top of the NbSe$_2$ flakes using a PMMA based method [165, 166].

The Raman spectroscopy measurements were performed using a Renishaw InVia spectrometer in the backscattering configuration, coupled to a Leica optical microscope with 50× and 100× objectives. The excitation light was a 514.5 nm laser line. Due to the role of the laser-induced damage to the samples, different laser powers were used and are explicitly mentioned for each plot. In the temperature-dependent Raman measurements, an evacuated chamber was cooled with liquid helium. The cooling was performed until the system reached its lowest temperature, 20 K, and then the cooling system was turned off and the sample was heated naturally during the Raman acquisition. This procedure was adopted because the cooling system shakes the evacuated chamber continuously and, if it is turned on during the Raman measurement, the laser focus drifts out of the selected NbSe$_2$ few-layer sample (which is focused with a long working distance objective of 50×). For this reason, the initial and final temperatures in the chamber are given for the range of the low-temperature measurements. The Rayleigh rejection filter used in these experiments cut the frequencies below $\sim 50$ cm$^{-1}$. For the room temperature Raman measurements of the h-BN flake on top of the NbSe$_2$ flake, a second Raman setup was used, with a 50× objective and a 532 nm laser line. In this setup, the Rayleigh rejection filter cuts out the frequencies below $\sim 125$ cm$^{-1}$. 

6.3 Results

6.3.1 Sample damage at room temperature and outside the evacuated chamber

To investigate the effect of laser heating in an oxygen-rich atmosphere, the Raman spectra were acquired outside the evacuated chamber, at room temperature ($\sim 300 \text{ K}$) with increasing power, for the thin (4.6 nm in height and labeled “1”) and the thicker (20 nm in height and labeled “2”) part of the flake showed in Fig. 6.2. Figure 6.2 (a) and (b) show the optical image and AFM measurement results for this flake. Each spectrum indicates the laser power level used, the number of data accumulations made and the time for each acquisition [for example, $150 \mu \text{W} (30a, 2s)$ indicates that a spectrum acquired with $150 \mu \text{W}$ of power, and an accumulation of 30 acquisitions of 2 seconds each]. Figure 6.2 (c) shows the as-measured spectra acquired with increasing power for the thin sample (1). The Raman spectra acquired with laser power levels lower or equal to $13 \mu \text{W}$ do not show significative changes, and this provides evidence of a safe laser power threshold. An apparent hole in the optical image is detected after the measurement of the spectrum with $66 \mu \text{W} (30a, 2s)$. Exactly for this spectrum it is possible to observe modifications like: (i) the inversion of the intensities between the modes $A_{1g}$ and $E_{2g}^1$ (while in non-damaged bulk samples, the $A_{1g}$ mode has been observed to be more intense than the $E_{2g}^1$ mode [156, 159, 162, 167]), (ii) the appearance of new peaks at 304, 618 and 670 cm$^{-1}$ (618 and 670 cm$^{-1}$ are not shown here), (iii) the two-phonon peak becomes asymmetric, and (iv) the $E_{2g}^3$ mode broadens. The measurements of the thicker part of the sample (2) show similar results for the increase in the two-phonon peak asymmetry [see Fig. 6.2 (d)], but new peaks occur at 271 and 334 cm$^{-1}$. The apparent hole in the optical image of (2) is detected after the measurement of the spectrum using laser power of $300 \mu \text{W} (30a, 2s)$. Interestingly, the regions which present of holes in the optical image do not correspond to considerable height differences in the AFM image, thus suggesting the formation of a different material, with an optical contrast different from that observed for the undamaged NbSe$_2$ flakes.

The photo-oxidation of NbSe$_2$ few-layer samples was suggested by Ref. [168] due to the new peaks near 620 and 670 cm$^{-1}$, which can be related to the formation of Nb$_2$O$_5$ [168, 169]. In the Raman spectra of Ref. [168] it is not possible neither to detect the two-phonon related mode for the different thicknesses nor was there a considerable difference
between the $A_{1g}$ and $E_{2g}^1$ modes. Furthermore, it was not possible to detect Raman signal for samples thinner than 6.56 nm, thus reflecting the difficulty of making measurements in this sample. In our work, the main expected peaks are visible and the same trends are related to the Nb$_2$O$_5$ formation that are found for the sample of 4.6 nm, after use the 66$\mu$W (30a, 2s) laser power for measuring it. Interestingly, for sample (2), the peaks appear at different frequencies (271 and 334 cm$^{-1}$), which can not be related directly to the Nb$_2$O$_5$ Raman spectrum. Furthermore, the Raman spectra of Nb$_2$O$_5$ show strong peaks at 240 and 264 cm$^{-1}$. The peak at 240 cm$^{-1}$ overlaps with the $E_{2g}^1$ peak, and the development of this peak, along with the appearance of a shoulder at 264 cm$^{-1}$, can result in the apparent broadening and blue shift of the $E_{2g}^1$ peak at high laser power levels, for both samples (1) and (2).
Figure 6.2: Laser power damage to NbSe$_2$ samples. (a) and (b): optical and AFM images of the NbSe$_2$ flake. The region indicated by “1” corresponds to a height of 4.6 nm, and region “2” shows 20 nm in height. (c) shows the as-measured Raman spectra acquired for increasing the power level on sample (1). Each spectrum indicates the power, the number of accumulations and the time for each acquisition [for example, 66 $\mu$W (30a, 2s) indicates a spectrum acquired with 66 $\mu$W of power and an accumulation of 30 acquisitions of 2 seconds each]. For the measurement 66 $\mu$W (30a, 2s), the inversion of intensities between the $A_{1g}$ and $E_{2g}^{1}$ modes is observed, a new peak near 304 cm$^{-1}$ appears, the two-phonon mode becomes broader, and the $E_{2g}^{1}$ band also broadens. (d) as-measured Raman spectra acquired for increasing the power on sample (2). The effects of increasing power are similar to those observed in (c). The apparent holes appearing after the 66$\mu$W (30a, 2s) for sample 1 and 300$\mu$W (30a, 2s) for sample 2 do not correspond to considerable height differences, indicating the formation of a different material with different optical contrast.
6.3.2 Sample damage at low temperature and inside the evacuated chamber

Figure 6.3 shows the optical image, AFM, and temperature-dependent Raman spectra [Figs. 6.3 (a), (b) and (c), respectively] acquired for a few-layer NbSe$_2$ exfoliated sample. In both the optical and AFM images, one can see the presence of numerous bubbles under the flake. The thickness of $\approx 5.1$ nm is compatible with 7 TLs, but it is worth noting that this value can be overestimated due to the roughness of the substrate, the use of the tapping mode AFM, and the presence of air between the sample and the substrate. The Raman spectra shown in Fig. 6.3 (c) were acquired with the sample inside a vacuum chamber at $\approx 10^{-7}$ Torr, and at heating cycles (minimum temperature: 20 K). The laser power in this measurement was kept at the high power level of 500 $\mu$W and each spectrum was acquired with 3 accumulations of 90 s duration (smaller accumulation times generated noisy data) and without waiting time intervals between the acquisitions (with the system left to cool naturally). The temperatures in the beginning and in the end of each spectrum acquisition are indicated by “$T_i$” and “$T_f$”, respectively.

In the measurement with a starting temperature of $T_i = 20$ K, the more prominent $A_{1g}$ and $E_{2g}^1$ peaks present similar intensities. The $A_{1g}$ mode, that is centered at 230 cm$^{-1}$ for $T_i = 20$ K, progressively diminishes its frequency to 227 cm$^{-1}$ which corresponds to the measurement at $T_i = 63$ K. The $E_{2g}^1$ mode is observed at higher frequency than the value observed in bulk samples ($\approx 240$ cm$^{-1}$) and shows an opposite behavior, since the mode frequency increases from 249 cm$^{-1}$ to 251 cm$^{-1}$ for the natural cooling from $T_i = 20$ K to $T_i = 63$ K. The broad peak at 185 cm$^{-1}$ is not clearly observed even for the starting temperature of 20 K. This disappearance could be attributed to the softening of this mode at temperatures lower than $T_{CWD}$ [162], but since it is not observed when the temperature increases, the sample damage hypothesis is introduced. Furthermore, new peaks develop at 153 cm$^{-1}$, 196 cm$^{-1}$ and 273 cm$^{-1}$, indicating changes in the crystalline structure of the thin film as the temperature increases. These systematic changes provide evidence of structural changes in the sample induced by laser incidence and the increase of the starting acquisition temperature. The hypothesis of oxidation of the sample must be related to the bubbles between the flake and the substrate. These bubbles are considered to be sources of molecular oxygen, because the samples are inside the evacuated chamber.
Figure 6.3: Optical image, AFM, and Raman spectra of a ≈ 5.1 nm thick exfoliated thin-film of NbSe₂ on top of a 300nm SiO₂/Si substrate. (a) shows an optical image of the same flake, with white light illumination. (b) is a tapping mode AFM image and the color scale goes from 0 (black) to 40 nm (white). The height profile in yellow corresponds to the white line. (c) represents the temperature dependent Raman spectra acquired in the flake of (a) and (b). “Tᵢ” and “Tᶠ” are the temperatures at the beginning and at the end of each spectrum acquisition, since during the acquisition the system was cooling naturally. The most remarkable changes in these spectra are the inversion of the intensity relations between the A₁g and E₂g modes (A₁g is reported to be more intense than E₂g), the vanishing of the broad peak at ≈ 185 cm⁻¹, and the development of new peaks at 153 cm⁻¹, 196 cm⁻¹ and 273 cm⁻¹. The laser power used in this measurement was 500 µW and each spectrum was acquired with 3 accumulations of 90 s.

6.3.3 Comparison of Raman spectra of samples with different thickness and at low and room temperatures

Figure 6.4 shows the comparison of Raman spectra acquired at low temperature (∼ 20 K) and room temperature (∼ 300 K) for two regions of a NbSe₂ flake. Regions “1” and “2”
indicate the 7.7 nm and the 15.4 nm (in height) samples. Figure 6.4 (a) and (b) indicates the optical and AFM images. The cooling system was turned off during the measurements, and the initial and final temperatures are indicated. These measurements were acquired by using the evacuated chamber and using the low power threshold of 15 µW, for two accumulations of 120s. Figure 6.4 (c) shows the comparison of the measurements for region 1 at low and ambient temperatures. The frequencies of both the $A_{1g}$ and $E_{2g}^1$ modes, when comparing the high and low temperature measurements, show differences within the experimental limit of 1 cm$^{-1}$. The two-phonon related mode softens for the low temperature, since it was at 183 cm$^{-1}$ (at $\sim$ 300) and reached 170 cm$^{-1}$ (at $\sim$ 20 K). Figure 6.4 (d) shows the same analyzes as in (c), but now for region 2, showing a similar softening of the two-phonon mode (183 cm$^{-1}$ at $\sim$ 300 K and reaches 171 cm$^{-1}$ at $\sim$ 20 K). In Fig. 6.4 (e), the Raman spectra of regions 1 and 2 are compared at low temperature $\sim$ 20 K, and the remarkable difference is the position of the $E_{2g}^1$ peak, which evolves from 239 cm$^{-1}$ in region 2 to 243 cm$^{-1}$ in region 1. This blue shift of the $E_{2g}^1$ mode for few-layer samples when compared to thicker samples is in accordance with Raman measurements in other TMDCs (see Appendix D) and is usually attributed to surface effects [128, 129, 164, 170]. Figure 6.4 (f) shows the Raman spectra of regions 1 and 2 for temperatures $\sim$ 300 K. The result is similar to that exposed in (e), and the $E_{2g}^1$ mode blue shifts 3 cm$^{-1}$ for sample 1.

As mentioned previously, for bulk NbSe$_2$ the two-phonon mode is expected to show a red shift, a reduced intensity and a broadening when the temperature approaches the $T_{CDW}$ from above [156, 162]. Figure 6.5 shows the comparison of the frequency of the two-phonon related mode versus temperature, for a bulk sample (data from Ref. [162]) and the data acquired for a sample with 38 nm in height. For this sample it was not possible to observe the same red shift shown in Ref. [162], and even for temperatures near 20 K, the intensity of the two-phonon peak is considerable (see Fig. 6.4). At this moment it is not possible to explain the reason of this observation and we could just conjecture about it. One possibility is that for the few-layer sample the two-phonon mode shows a different behavior, thus indicating a different $T_{CDW}$ for the exfoliated sample. Another hypothesis to be considered is the fact that the real temperature at the laser spot in the few-layer sample is higher than that indicated by the evacuated chamber reading. Reference [157] reports an increase in the $T_{CDW}$ with a decrease of the TiSe$_2$ sample thickness, and this effect is detected for samples as thick as 100 nm. The elucidation of the meaning of these data requires further study.
Figure 6.4: Comparison of the Raman spectra for samples with 7.7 nm (1) and 15.4 nm (2) in height, for temperatures of $\sim 20$ K and $\sim 300$ K. (a) and (b): optical and AFM images. (c) comparison of the Raman spectra at low ($\sim 20$ K) and high ($\sim 300$ K) temperatures for sample (1). (d) is the same as in (c), but for sample (2). (e) Comparison of the Raman spectra of samples (1) and (2) at low temperature ($\sim 20$ K). (f) is the same as in (e), but now for high temperatures $\sim 300$ K. The remarkable differences appears in (c), where the two-phonon related mode red shifts by $\sim 13$ cm$^{-1}$ for the low temperature measurement, and in (e) and (f) where the $E_{2g}^1$ mode blue shifts for sample (1).
Figure 6.5: Raman frequency of the two-phonon related mode vs. temperature, for bulk (black dots, data from Ref. [162]) and a 34 nm in height sample (red dots). The red shift of the two-phonon related mode is less intense for the few-layer sample.

6.3.4 Raman spectrum of NbSe$_2$ few-layer encapsulated by h-BN

In an attempt to make possible room temperature Raman measurements of NbSe$_2$ few-layer samples, we encapsulated a NbSe$_2$ few-layer flake by using a few-layer of hexagonal boron nitride (h-BN) on top of the NbSe$_2$ sample. Neither the h-BN nor the PMMA used in the transfer process show Raman peaks in the frequency region of interest for the NbSe$_2$ sample. Figure 6.6 (a) shows the optical image of the final structure, and Fig. 6.6 (b) shows representative Raman spectra for the three regions of interest. It was not possible to acquire a bulk spectra for the same measurement conditions as were adopted for the few-layer sample (15 $\mu$W and one acquisition of 60 seconds), as indicated by the blue line in Fig. 6.6 (b). The attempt to acquire the spectra for the NbSe$_2$ portion under the PMMA revealed a spectrum with an inverted intensity relation between the modes $A_{1g}$ and $E_{2g}^1$, interpreted here as evidence of sample damage (see the green spectrum). Despite the poor signal-to-noise ratio, the spectrum of the NbSe$_2$ flake encapsulated by the h-BN few-layer indicates a more reliable measurement, acquired under exactly the same conditions. This result is a sign that the NbSe$_2$ flake is protected by the h-BN from the atmosphere oxygen. The annealing of the NbSe$_2$ samples at 120°C for 3 hours in an Argon
atmosphere made it possible to obtain samples without underlying bubbles, thus avoiding the presence of oxygen. At this stage, the production of more encapsulated samples with different number of layers is necessary to obtain more quantitative information about the Raman spectrum of NbSe$_2$.

Figure 6.6: Few-layer NbSe$_2$ flake encapsulated by few-layer hBN and the Raman spectra acquired for this system. (a) optical image of the encapsulated sample, indicating the h-BN region, the NbSe$_2$ under h-BN region and the NbSe$_2$ few-layer part under PMMA. Under these experimental conditions (without the evacuated chamber, a laser power of 15 $\mu$W, and one acquisition of 60 seconds) it was not possible to detect a reliable signal of a bulk NbSe$_2$ sample (spectrum in blue line). For the spectrum under PMMA (green line), the intensity ratio for the modes $A_{1g}$ and $E_{2g}^1$ is inverted, and these data are considered here as evidence of a damaged sample. The spectrum acquired for the NbSe$_2$ flake encapsulated by h-BN shows the correct intensity ratio between the $A_{1g}$ and $E_{2g}^1$ modes and the clear presence of the two-phonon mode, indicating the measurement of an undamaged sample.
6.4 Concluding remarks

The preliminary results presented in this chapter are the outcomes of the first steps of the investigation of the phonon modes in NbSe$_2$ few-layer samples, and also provides some information on how to prepare NbSe$_2$ samples for reliable Raman spectra acquisition.

The new expected modes for few-layer samples are given in Chapter 4, as well as the explanation about the expected modes for bulk samples. Differences of the $E_{2g}^1$ mode were detected for thinner samples when compared with thicker ones, as detected for other TMDCs. Low-temperature measurements were performed here to avoid sample damage and to explore the changes of the two-phonon related mode, used here in an attempt to detect the CDW transition. The red shift of the two-phonon related mode was detected for few-layer samples, but not with the expected magnitude. This fact can be related either to intrinsic differences of this two-phonon peak when in few-layer samples, or to the fact that the real temperature in the laser spot was not exactly the temperature indicated by the evacuated chamber. The related literature mentions the difficulty of such measurements for bulk [159] and few-layer NbSe$_2$ [167]. However, for room-temperature measurements an NbSe$_2$ few-layer sample encapsulated with h-BN showed evidence on how to obtain a more reliable Raman spectrum.

In the next steps of this research, it is necessary to fabricate better encapsulated NbSe$_2$ samples with fewer layers (1, 2, and 3) and to perform more Raman measurements for low and room temperatures. The understanding of the CDW mechanism must be deepened, and the prediction of the symmetries of new modes for temperatures lower than $T_{CDW}$ need to be performed. The effect of the CDW transition in the Raman spectra of NbSe$_2$ few-layer samples is unknown until now, and Raman spectroscopy could perhaps be a decisive technique in the study of these phenomena.
Chapter 7

The use of Raman spectroscopy to characterize the carbon materials found in Amazonian anthrosols

In this Chapter we present the Raman characterization of stable carbon materials found in a special type of soil, the Terra Preta de Índio (Indian Dark Earths), using previous knowledge about the structure of nanographites (Diamond-like Carbon - DLC). The tangential stretching mode (G band) and the disorder-induced mode (D band) are analyzed in comparison to laboratory-produced amorphous carbons and nanographites at different degrees of disorder which are used here as reference materials. Statistical analysis show a predominance of the sp$^2$ phase and crystallite sizes within the limit range between nanographite and amorphous carbons, while Raman mapping of a TPI-carbon grain shows that the surface is more disordered than the grain core. The analysis used here can also differentiate the TPI-carbon structures from different types of charcoal. The need for a model relating the crystallite size for the regimen of small crystallites (smaller than 10 nm) was detected during the realization of this work, and this motivated the work presented in Chapter 8.

7.1 Raman spectroscopy in carbon materials and its use in TPI’s

As noted previously in Chapter 1 (Section 1.4), the use of Raman spectroscopy is common when a fast and reliable inspection of carbon materials is needed (see additional informa-
tion about the more prominent peaks in Appendix D, Section D.4). The main trends of the Raman spectra of 2D graphitic carbonaceous materials excited in the visible range are the G and D bands, and the parameters like the intensity, wavenumbers and line widths of the G and D bands will be used here to address their degrees of crystallinity when comparing the diamond-like carbon samples to the TPI's carbonaceous content and the synthetic charcoal. This work examines the Raman spectra of TPI-carbons from three distinct TPI sites, presenting a comparison between the TPIs and two different materials: (1) heat treated diamond-like carbon (DLC) films, the so-called nanographites, heat treated at different temperatures, showing different degrees of structural organization; (2) charcoal produced in the laboratory from four different plant sources. The first are nanostructured graphite samples that will be used here as a reference material in an attempt of structural characterization of the TPIs. The second is the prototype for the generation of “Terra Preta Nova” (New Dark Earth), an attempt to reproduce the TPIs artificially. Studies in this direction may help to propose guidelines for the attempts to reproduce the high productivity of Amazonian anthropogenic soils and thus contributing towards the development of sustainable agricultural practices in the humid tropics [103, 171].

7.2 Experimental details

7.2.1 Samples

Table 7.1 lists the samples used in this work and their respective origin. For the TPIs, the locations are near Manaus, the capital of the Amazonas state (AM) in Brazil. Field observations on TPIs, from a soil science point of view, include physical and chemical aspects that are good indicators for soil fertility. A well-balanced proportion of particle sizes provides better water retention capacity and adequate root development from a physical aspect. From this perspective, TPI\textsubscript{CL} exhibits the best texture (sandy clay loam) and water retention, followed by TPI\textsubscript{SB} (sandy loam). The texture is medium to sandy in TPI\textsubscript{BB}, providing the lowest water retention capacity in the dry season (see Table 7.1 for the TPI nomenclature).

From the chemistry aspect, it is known that a pH between 5.7 and 6.5 and a good proportion of macronutrients (N, P, K, Ca, Mg, and S) and micronutrients (Zn, Mn, Mo, and B) are signatures of the most productive agricultural soils. In this sense, all TPI sam-
amples used in this work show good chemical indicators. More specific information about
chemical attributes can be found in Ref. [85].

Table 7.1: Sample nomenclature and their origins

<table>
<thead>
<tr>
<th>Sample</th>
<th>Origin</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPI$_{SB}$</td>
<td>Serra Baixa (costa do Açutuba), Iranduba (AM) (Lat. 3° 30′ S, Long. 60° 20′ W)</td>
</tr>
<tr>
<td>TPI$_{BB}$</td>
<td>Balbina, Presidente Figueiredo (AM) (Lat. 1° 54′ S, Long. 59° 28′ W)</td>
</tr>
<tr>
<td>TPI$_{CL}$</td>
<td>Costa do Laranjal, Manacapuru (AM) (Lat. 3° 18′ S, Long. 60° 33′ W)</td>
</tr>
<tr>
<td>Charcoal 1</td>
<td>Ingá (Ingá edulis Mart.)</td>
</tr>
<tr>
<td>Charcoal 2</td>
<td>Bamboo (Dendrocalamus strictus)</td>
</tr>
<tr>
<td>Charcoal 3</td>
<td>Lacre (Vismia guianenses Aubl. Pers)</td>
</tr>
<tr>
<td>Charcoal 4</td>
<td>Embaúba (Cecropia hololeuca Miq.)</td>
</tr>
<tr>
<td>DLC 1</td>
<td>Nanographite (DLC HTT at 1200° C)</td>
</tr>
<tr>
<td>DLC 2</td>
<td>Nanographite (DLC HTT at 1400° C)</td>
</tr>
<tr>
<td>DLC 3</td>
<td>Nanographite (DLC HTT at 1600° C)</td>
</tr>
<tr>
<td>DLC 4</td>
<td>Nanographite (DLC HTT at 1800° C)</td>
</tr>
<tr>
<td>DLC 5</td>
<td>Nanographite (DLC HTT at 2000° C)</td>
</tr>
<tr>
<td>DLC 6</td>
<td>Nanographite (DLC HTT at 2200° C)</td>
</tr>
<tr>
<td>DLC 7</td>
<td>Nanographite (DLC HTT at 2400° C)</td>
</tr>
</tbody>
</table>

Different conditions of charring generate differences among the structural organization of
different TPI-carbon particles in the same TPI site. In order to characterize the general
behavior of a soil sample, the Raman spectra of different TPI-carbons selected randomly
were obtained for each TPI site, with 126 spectra from the three TPI sites (66 from TPI$_{BB}$, 30 from TPI$_{SB}$ and 30 from TPI$_{CL}$). The larger number of spectra for the TPI$_{BB}$
is due to a mapping analysis that was performed for this sample and this will be discussed
later in this chapter.

The TPI results will be compared with results from charcoal and DLCs. The charcoal
samples were produced in the Charcoal Laboratory at Instituto Nacional de Pesquisa da
Amazônia from different plant species (see Table 7.1) typical of the Amazon region (more
details in Ref. [85]). The TPIs and the charcoal samples were individually dissolved in
deionized water, and a small amount was dripped onto an individual cover slip. The
experiments were performed for each sample after drying under ambient conditions.
The DLC films were used as a reference material to perform structural classification of carbon forms found in the TPI soil samples. The DLC samples were produced by a pulsed laser deposition method, and the target used was highly oriented pyrolytic graphite (HOPG) in vacuum conditions (5 × 10⁻⁶ Torr) [76]. An electrical furnace setup was used to anneal the samples at heat treatment temperatures (HTTs) of 1200°, 1400°, 1800°, 2000°, 2200°, and 2400° C. While the heat treatment was happening, the samples were kept inside a closed graphite tube under an argon atmosphere (inert gas with 99.999% purity) flowing at 1 l/min. These samples were fabricated by Prof. Luiz Gustavo de Oliveira Lopes Cançado in his PhD and were kindly provided for the execution of these experiments described in this Chapter of the thesis.

7.2.2 Instrumental details

For statistical analysis and spectral mapping, the Raman scattering measurements were performed with an Andor™ Tecnology Sharmrock sr–303i spectrometer coupled with a charge coupled device detector, in the backscattering configuration using 60× oil immersion and air objective lenses. Excitation light was provided by a 633 nm (1.96 eV) He–Ne laser. For the measurements performed on soil samples, an oil immersion objective lens was used, and the laser power was (140 ± 10) µW at the sample. The measurements on DLC and charcoal samples were performed with an air objective lens and a laser power of (265 ± 10) µW at the sample. The spectral resolution was 2 cm⁻¹. For more information about this setup, see Section D.7 in Appendix D.

Micro-Raman scattering measurements were performed as a function of excitation laser light with a Renishaw Invia Reflex spectrometer in a single mode configuration with different gratings according to the laser excitation wavelength. The spectrometer resolution is better than 4 cm⁻¹, and the peak position uncertainty is around 1 cm⁻¹. We apply the backscattering configuration, using a 20× objective. Relatively low power (20 µW at the microscope objective) was used to avoid heating-induced sample damage or graphitization. The following laser lines were used: 647 nm, 514 nm, 488 nm, and 457 nm from an (Coherent Innova 70C Spectrum) Ar⁺/Kr⁺ laser, 442 nm and 325 nm from a (Kimmon) HeCd laser.
7.2.3 Spectral fitting procedure

The Raman spectrum from the TPI-carbon samples in a dispersive Raman set-up usually displays background signals, which are stronger in the visible and weaker in the ultraviolet (UV) excitation range. For statistical analysis, it is important to clearly define a protocol for the exclusion of baseline, which is necessary to access the Raman spectroscopic information. The procedure used to acquire all spectra was the exclusion of a linear baseline between 800 cm$^{-1}$ and 1900 cm$^{-1}$. The same procedure, for all spectra, guarantees the detection of differences related to structural physical properties among the studied materials. In Fig. 7.1, the extracted baseline is exemplified.

The D and G Raman band shapes can be analyzed by a set of variables that indicates the degree of sp$^2$ and sp$^3$ hybridization and the crystallinity of the graphitic materials [81, 82, 171–174]. The fitting procedure was performed using two Lorentzian peaks [see Fig. 7.1 (b)], defining the parameters that are used in our study, namely the integrated area of the D and G peaks ($A_D$ and $A_G$, respectively), the G band wavenumber ($\omega_G$), and the G band full-width at half maximum intensity ($\Gamma_G$). The D band wavenumber and full-width at half maximum intensity were observed in the range $1345$ cm$^{-1} < \omega_D < 1360$ cm$^{-1}$ and $210$ cm$^{-1} < \Gamma_D < 270$ cm$^{-1}$, independent on the TPI site, and we do not discuss these results in depth. Small peaks around 1020 cm$^{-1}$, 1180 cm$^{-1}$, 1450 cm$^{-1}$, and 1790 cm$^{-1}$ were observed in the Raman spectra of the TPI samples in the visible range, even when the black carbon signal is not present. Therefore, these peaks are not related to the TPI-carbon structures, and were therefore disregarded in our analysis. It is important to state that these peaks are always weak, as compared to the TPI carbon signal in all the spectra that we analyzed, as shown in Fig. 7.1. Consequently, they do not influence the D and G fitting parameters.

The fitting of the DLC spectra were similar to the procedure described above, but using an additional disorder-induced peak known as the D' band ($\approx 1610$ cm$^{-1}$), which clearly appears for heat treatment temperatures at $1800^\circ$ C and above (see Fig. 7.2). For HTTs above $1800^\circ$ C, the D and D' bands intensities decrease, leading to a typical spectrum of HOPG for HTTs above $2400^\circ$ C. The evolution of the Raman spectra of carbons along an amorphization trajectory, from perfect graphite or graphene to fully disordered tetrahedral amorphous carbon have been organized and classified in three stages [81]. In this study of TPI-carbons, stages 1 and 2 [81, 83, 87] are the most relevant and are summarized below.
Figure 7.1: (a): Procedure performed for baseline exclusion. A linear baseline between 800 cm$^{-1}$ and 1900 cm$^{-1}$ was excluded in all spectra of TPI samples. (b): example of the fitting procedure using two Lorentzian peaks. The relevant parameters for our studies are: the integrated area of the D ($A_D$) and the G ($A_G$) peaks, the G peak wavenumber ($\omega_G$) and the full-width at half maximum intensity ($\Gamma_G$). Spectrum obtained with the 633 nm laser.

Within stage 1, the Raman spectral evolution from perfectly crystalline graphite to nanocrystalline graphite shows the appearance of the D and D$'$ peaks followed by an increase in the intensity ratio ($A_D/A_G$) between the D and G bands; all peaks broaden and the G band overlaps with the D$'$ generating a wide band that upshifts in wavenumber to $\sim$ 1600 cm$^{-1}$. The G band wavenumber is mostly independent of the excitation laser energy.
Figure 7.2: Spectra of DLC films obtained at different heat treatment temperatures, as indicated in Celsius degree units close to each respective spectrum. The D, G, and D' peaks are also indicated. Spectra obtained with the 633 nm laser.

Within stage 2, the Raman spectral evolution from nanocrystalline graphite to low sp\(^3\) amorphous carbon evolves as follows: the G peak position decreases from \(\omega_G \sim 1600\,\text{cm}^{-1}\) towards \(\omega_G \sim 1510\,\text{cm}^{-1}\); the \(A_D/A_G\) ratio decreases towards 0; \(\omega_G\) becomes dispersive with increasing excitation laser energy, and the dispersion increases with increasing disorder. For excitation in the UV, the G band is observed at \(\omega_G \sim 1690\,\text{cm}^{-1}\) when higher contents of sp\(^3\) carbons are present.

7.3 Results and discussion

7.3.1 Structural disorder and the sp\(^2\) versus sp\(^3\) hybridization

Figure 7.3 shows the analysis of \(\omega_G\) as a function of \(\Gamma_G\) for DLC films (filled bullets connected by dashed lines) and the TPI-carbons (open symbols). The as-grown DLC starts as hydrogenated tetrahedral amorphous carbon (ta-C:H) with a low \(\omega_G\) (1495 cm\(^{-1}\)), while the other filled bullets data have been heat treated at different temperatures as indicated in Fig. 7.3. The ta-C:H without heat treatment and showing the lowest G band wavenumber and the largest \(\Gamma_G\) is characteristic of amorphous carbon mostly composed by sp\(^3\) hybridization (see filled bullet in Fig. 7.3 labeled by “as grown”). For HTTs above
600° C, processes of hydrogen expulsion and structural changes take place [82]. At higher treatment temperatures, hydrogen is progressively released, and there is an increase of the sp² to sp³ ratio accompanied by an increase in the wavenumber of the G band (see filled bullets connected by dashed lines in Fig. 7.3). The sp³ carbon phase is completely extinguished for HTTs above 1600° C, giving place to sp² nanographite crystals [172]. The DLC in-plane crystallite size L_a increases by increasing heat-treatment temperatures above 1600° C, as determined by X-ray diffraction and scanning tunneling microscopy [76]. Comparing the data from the TPIs with the data of DLC under thermal treatment, the TPI-carbon Raman signal excited with the 633 nm laser mostly comes from sp² carbon-like structures.

Figure 7.3: G band frequency (ω_G) versus full width at half maximum (Γ_G) for the G band of DLCs and TPI-carbons. Filled bullets connected by dashed lines stand for DLC (data for DLC as grown, 400°, 500°, 600°, and 1000° are found in Ref.[82]), and open bullets stand for an ensemble of 90 Raman spectra of TPI-carbon samples (30 from each site). The notations near the DLC data give the HTT (°C) for the respective sample. The inset shows a magnification where it is possible to distinguish the three TPI samples. The open bullets in the main panel represent all the TPI samples together. The G band was fit with one Lorentzian for all TPI-carbons and for the DLC samples heat treated at 1800° and below. For DLCs heat treated at 2000° and above, we used two Lorentzians for the fitting procedure.

Within the experiments discussed above, it is not possible to rule out the presence of some sp³ hybridized material in the TPI samples, because the visible light excites mostly the sp²
The optical signal related to the $\sigma$ electronic states, common to both $sp^2$ and $sp^3$ structures, become detectable with UV Raman spectroscopy [175]. Figure 7.4 corresponds to the Raman spectra of a TPI-carbon in the TPI$_{CL}$ sample acquired with different laser excitation wavelengths. The D and G bands are clearly observed at all wavelengths. The position of the D band peaks changes from 1385 cm$^{-1}$ at 325 nm light excitation to 1364 cm$^{-1}$ at 647 nm light excitation, as expected for $sp^2$ carbons [82, 107, 176–178]. On the other hand, the G band is known to be dispersive only in the amorphous carbon materials, and this dispersion is proportional to the level of $sp^3$ hybridization [82]. Figure 7.5 (a) shows the behavior of the G band wavenumbers with different wavelengths of excitation for ta-C: H heated at different temperatures (data from Ferrari and Robertson, Ref. [82]) and for two different TPI-carbons found in the TPI$_{CL}$. The minor dispersion of the G band for the TPI-carbons confirms that their structure is characterized predominantly by $sp^2$ carbons.

Figure 7.4: Raman spectra of TPI-carbon found in a TPI$_{CL}$ sample obtained with different laser excitation lines. The laser excitation wavelengths are indicated in the figure.

Figure 7.5 (b) is a restatement of the conclusions presented above. The slope obtained from the linear fit of two TPI-carbon data is compared with the dispersion of several heat treated ta-C:H samples. The dot-dashed line indicates the dispersion value of the TPI-carbon data. The values found for the TPI-carbon dispersions are already set among the ta-C:H with high treatment temperatures and low dispersion values, indicating the presence of a mostly $sp^2$ carbonaceous material in the TPIs.
Figure 7.5: (a): G band peak dispersion versus excitation wavelength for ta-C:H samples annealed at different temperatures (filled symbols, data from Ref. [82]) and for two TPI-carbons found in the TPI\textit{CL} sample (open squares). (b): G peak dispersion for ta-C:H annealed at different temperatures (symbols, data from Ref. [82]). The dot-dashed lines indicate the dispersion values found for the two TPI-carbons, while the gray areas correspond to their respective error bars.

7.3.2 Structural disorder and crystallite size ($L_a$)

The results in the previous section parameterize the TPI-carbons within the limit range between the graphite amorphization stages 1 and 2, where the key parameter is the in-plane size of the sp$^2$ structures. The Raman spectra of DLCs have been well characterized with respect to the average crystallite size in the samples ($L_a$), which depends also on the HTT [75, 76, 81, 171]. Figure 7.6 shows the linear dependence between the G band full width at half maximum ($\Gamma_G$) and the inverse of the average crystallite size ($L_a^{-1}$) for DLCs, as estimated by X-ray diffraction [76] for the DLCs analyzed in this work. The data can be fit with
\[ L_a(nm) = \frac{496}{[\Gamma_G - 15]} \]  

which is in good agreement with Ref. [77] within the \( L_a \) range measured here.

Figure 7.6: A linear relation between \( \Gamma_G \) and \( 1/L_a \) (\( L_a \) is the average in-plane crystallite size) for the DLC spectra obtained using the 514 nm laser. The filled bullets are experimental data, and the solid line is the linear fit giving rise to Eq. (7.1).

Figure 7.7 corresponds to the occurrence of the measured \( \Gamma_G \) for the 126 different TPI spectra. Each count corresponds to a spectrum taken from a distinct point of the sample where black carbon structures were identified. Generally speaking, the three TPI-carbons exhibit a similar \( \Gamma_G \) distribution, while the charcoal samples exhibit a \( \Gamma_G \) distribution clearly distinct from the TPI-carbons.

To gain insight into the structural aspect behind the results of Fig. 7.7, Eq. (7.1), which applies to a broad range of carbon nanostructures from nanographite to amorphous carbon [76, 172], is used in an attempt to access the average crystallite size (\( L_a \)) in soil samples and the charcoal produced in the laboratory. According to Eq. (7.1), the typical \( L_a \) sizes present in TPI-carbons were found to be between 2 and 8 nm (see top X-axis in Fig. 7.7), thus placed on the threshold between the Raman characteristics exhibited by amorphous carbon (stage 2) and graphitic nanostructures (stage 1) [81, 83, 87]. In comparison, the charcoal sample produced in the laboratory presents \( L_a \) values larger than soil samples, ranging from 7 to 11 nm, lying on nanocrystalline graphitic behavior [81, 83, 87], where the \( sp^2 \) hybridization typical of a more graphitized arrangement is predominant.
Figure 7.7: Occurrence versus G band full width at half maximum intensity ($\Gamma_G$) for 126 TPI-carbons (66 from TPI$_{BB}$, 30 from TPI$_{SB}$ and 30 from TPI$_{CL}$) and 35 charcoal samples, all measured with the 633 nm laser. There is a larger number of data points for the TPI$_{BB}$ because data from single grain mapping procedures (hashed bars) were added here. This procedure pushes the distribution of measured $\Gamma_G$ to higher values, as discussed in the text. The top axis gives the average crystallite size ($L_a$) according to Eq. (7.1).

From Fig. 7.7, the TPI-carbon samples are clearly different from that of charcoal produced in the laboratory, the latter showing a higher degree of crystallinity (larger in-plane $L_a$ nanocrystallite sizes). This can be related to the degradation (oxidation) process of the black carbons present in TPI soils over the years [85]. This is important for soil fertility improvement because: (1) the oxidation of aromatic rings gives rise to broken links enhancing the cation exchange capacity of soils by the chemical bond with nutrients [90]; (2) the small crystallite sizes allows Ca, O and P to diffuse in the carbonaceous structure [85]; and (3) the aromatic structure is responsible for the prolonged stability against microbial degradation and leaching.
7.3.3 Mapping the structural disorder from the core to the surface of a single TPI-carbon particle

To explore the considerable spread in $\Gamma_G$ (or $L_a$) for the measured TPI-carbons, we performed a more in-depth analysis on isolated TPI-carbon grains, and the TPI-carbon grains were shown to exhibit a different structure in the core and at the surface [85, 179]. The mapping of the Raman spectra from the core to the grain surface is capable of revealing changes in the crystallite structure. A TPI-carbon grain was selected and sectioned in a way that the interface was turned into a cover slip, and a G-band spectral image was then acquired. It was then possible to measure specific points from the interior (core) to the exterior (surface) region of the TPI-carbon grain.

Figure 7.8 (a) shows the Raman spectra taken from the core to the surface of a TPI-carbon grain. Comparing the spectra from the bottom to the top, there is an evolution of overlap between the D and G peaks, related to an increase in $\Gamma_G$. For example, $\Gamma_G$ (bottom spectra) = 108 cm$^{-1}$ and $\Gamma_G$ (top spectra) = 207 cm$^{-1}$. Using Eq. (7.1), the average crystallite size in the center of the carbon structure is $L_a$ (core) = 5.3 nm, while at the surface $L_a$ (surface) = 2.6 nm. Figure 7.8 (b) corresponds to the relation between $\Gamma_G$ and $L_a$ and the distance from the core to the surface for three mapping procedures similar to that shown in Fig. 7.8 (a). The behavior is similar along all the core–surface interfaces, i.e. a gradual increase in $\Gamma_G$ (decrease in $L_a$) is observed when the laser focus is moved from the core to the surface. These results indicate that the disordering (oxidation) process was more effective at the surface, in agreement with previously published analysis [85, 179]. The reactivity is provided by smaller crystallite sizes in the periphery, whereas the stability of this material is related to larger crystallite sizes dominant in the core. Notice that the $\Gamma_G$ values shown in Fig. 7.7 are dominated by values consistent with those of the core spectra.
Figure 7.8: (a): Raman spectra at different locations of an isolated TPI-carbon grain, moving from the core (bottom) to the surface (top). (b): $\Gamma_G$ (or $L_a$) versus distance from the core to the surface for three different mapping procedures (different symbols). Measurements performed on a TPI-carbon grain found in the TPI$_{BB}$ sample. Data obtained with the 633 nm laser.

Finally, the same analysis discussed here was performed using the 325 nm UV laser light. In the UV, the observed $\Gamma_G$ values are generally smaller than those found in the visible range, by about 35%. Since Eq. (7.1) was parameterized in the visible, the quantitative $L_a$ analysis presented here is restricted to this range. However, all the comparative $L_a$ evolution analysis (TPI-carbons vs charcoal, core vs surface) found in the UV is qualitatively consistent with those found in the visible range excitation. It is important to state also that the core vs surface analysis was not performed in the charcoals, since the as-produced samples are homogeneous materials and any grain structure is an effect of the powdering procedure.
7.4 Concluding remarks

Raman spectroscopy was used to characterize the structure of the carbon material found in the *Terras Pretas de Índio* (TPI-carbon) from the Amazon Forest. The analysis is based on the comparison of the TPI-carbon results with those from laboratory produced reference materials, such as charcoal and heat treated DLCs (nanographites).

The Raman spectra of the TPI-carbons indicate that their sp$^2$ to sp$^3$ contents and crystallite sizes $L_a$ are typical of structures within the limit region between nanographite and amorphous carbons, labeled stages 1 and 2 of carbon amorphization in the literature [81, 83, 87]. Although this result relies on the use of Eq. (7.1), which is not independently determined for the TPI-carbons, the statement is robust and provides important information about TPI-carbons structure. The interface between stages 1 and 2 is likely to provide the best balance between stability and reactivity of the carbon nanostructures [85]. The mapping of the crystallite size from the core to the surface of a single TPI-carbon grain shows that the structural graphitic disorder at the surface is more prominent than in the core, thus providing a suitable structure for the TPI-carbons, where the grain surface offers a more reactive environment for the adsorption and release of nutrients, while the core provides a very stable sink for soil stability. Furthermore, comparison of the TPI results with those from charcoal produced in the laboratory showed that the charcoal samples present higher crystallinity, i.e. a more inert material, probably less appropriate for improving soil fertility.

We have thus shown that Raman spectroscopy can be used as an important tool for analyzing the structure of carbon present in soils, which is deeply related to soil fertility and resilience. This technique may be used as a guide in attempts to reproduce the TPI-carbons for the generation of artificial “Terra Preta Nova” (New Dark Earth), thus generating new opportunities for sustainable agriculture.
Chapter 8

Unified model for the determination of the crystallite size $L_a$ in nanographene using Raman spectroscopy

A novel geometrical model is presented to explain the dependence of the Raman scattering from polycrystalline graphene systems on the crystallite size and grain boundaries widths. Four parameters rule the scattering efficiencies, two structural and two related to the scattering dynamics. With the crystallite sizes previously defined from X-ray diffraction and microscopy experiments, the three other parameters (the average grain boundaries width, the phonon coherence and the electron coherence lengths) are extracted from the Raman data with the geometrical model proposed here. The broadly used intensity ratio between the C-C stretching mode ($G$ band) and the defect induced mode ($D$ band) can be used to measure crystallite sizes only for samples with sizes larger than the phonon coherence length, which is found to be equal to 32 nm. The Raman linewidth of the $G$ band is ideal to characterize the crystallite sizes below the phonon coherence length, down to the average grain boundaries width, which is found to be equal to 2.8 nm. Ready to use equations to determine the crystallite dimensions based on Raman spectroscopy data are given.
8.1 Introduction

Most of the potential applications of graphene as a two-dimensional system are dependent on large area graphene production, which can be achieved by the deposition of chemical vapour [180, 181] or exfoliated graphite [182, 183]. In both cases, polycrystalline samples are usually obtained, and the key aspects defining the material properties are the atomically-organized crystallite size and the grain boundary structures [184–188]. Although the use of Raman spectroscopy as a quick technique to measure the crystallite size ($L_a$) of nanostructured graphitic samples is a procedure that has been introduced 45 years ago [75], the models that are used up to date are still empirical and dominated by large uncertainties. However, the basis for developing an unified and accurate model for the Raman-based procedure for addressing these key structural aspects are now in place, mostly due to recent work performed on graphene [83, 189–193].

In 2010, Raman scattering from defects in graphene was used to define the coherence length ($\ell_A$) of electrons/holes excited in the visible range [83, 189]. The results were found to be in the range of $\ell_A = 2$ - $4 \text{ nm}$, roughly independent of the excitation laser energy [84], consistent with theoretical expectations [190]. In 2014, near-field Raman scattering in graphene was used to confirm $\ell_A \approx 4 \text{ nm}$ [194], and to define the coherence length for optical phonons ($\ell_C$), with an observed value of $\ell_C \approx 30 \text{ nm}$ [191, 192]. Finally, atomic resolution scanning tunnelling microscopy (STM) experiments from grain boundaries elucidated the structural aspects on the merging between two misoriented graphene planes [193]. This merging region of lateral extension $\ell_B$ is a periodic perturbation on the C-C bonding along the boundary axis, necessary to accommodate the connection between two neighboring hexagonal lattices which are not in the same crystallographic orientation [193]. This perturbation is characterized by the presence of localized electronic states near the grain boundary, and recent scanning tunneling spectroscopy (STS) measurements showed that the height of these localized states decay exponentially from the grain boundary with a half-decay length of $\approx 1.6 \text{ nm}$, which defines $\ell_B \approx 3.2 \text{ nm}$ [193].

With this information in hand, it is now possible to show how the carbon-carbon stretching (G band at 1584 cm$^{-1}$) and the disorder-induced (D band near 1350 cm$^{-1}$) spectral features can be used to describe the average size $L_a$ of crystallites and the average width of the grain boundaries $\ell_B$ in graphene systems. The experimental results and the model are presented in sections 8.2 and 8.3. In section 8.4 we elaborate on the novelties of
this model as compared to previous research on this topic, demonstrating why the field matured enough to reach an unified model that accounts for crystallites with $L_a$ ranging from a few nanometers up to infinity. Besides the model, this development makes it possible to build ready to use formulae for accurate determination of crystallite sizes in polycrystalline graphene systems, which is given in section 8.5.

8.2 Experimental Results

8.2.1 Sample preparation and structural characterization

The samples were produced by the well-established heat treatment of diamond-like amorphous carbon (DLC) [76], which is known to produce graphite nanocrystallites with lateral dimension ($L_a$) defined by the heat treatment temperature (HTT) [82]. A representative structural image is presented in Fig. 8.1 (a), which shows a scanning tunneling microscopy (STM) image of a sample with HTT = 2200°C. This image clearly shows that the sample is polycrystalline. Consecutive zooms at the border between two neighboring crystallites are shown in Figs. 8.1(b) and (c). From the image in Fig. 8.1 (c), a disordered border of thickness $\ell_B \approx 3$ nm is clearly seen, with two well-organized hexagonal lattices at each side, corresponding to the atomic structure of two neighboring crystallites. This atomically-resolved image shows that the neighboring crystallites have different lattice orientations.

The model used to describe the Raman spectral response from the nanocrystallites is illustrated in Fig. 8.1 (d), and will be discussed in section 8.3. For this development, twelve different heat treatment temperatures (HTT) were used to produce polycrystalline graphene with twelve different $L_a$ values, which were characterized using X-ray diffraction, transmission electron microscopy (TEM) and STM, as shown in Fig. 8.1 (e). The three different techniques for structural characterization were used to accurately measure the mean values of $L_a$. Most important, the results from the surface technique (STM) are consistent with the results from X-ray and TEM, which probe the volume. This result, together with the fact that the Raman features that will be analyzed here do not change significantly with the number of layers, guarantees that our results apply both to single and $N$-layers graphene systems.
Figure 8.1: (a) STM image of the sample with HTT = 2200° C. (b) STM image obtained over the boxed region in panel (a). (c) Atomically-resolved STM image obtained over the boxed region in panel (b), showing a disordered border of thickness $\ell_B \approx 3$ nm, with two well organized hexagonal lattices at each side, corresponding to the atomic structure of two neighboring crystallites. The STM measurements were performed at the Materials Division, INMETRO, Campus de Xerém, Brazil, by Dr. Marcus V. David. (d) Illustration of the idealized crystallite structure: a square-shaped region of side $L_a$, formed by a perfect graphene lattice ($A$ domain) surrounded by the structurally-disordered area (red) of thickness $\ell_S$ ($S$ domain). The half-decay length of the D band susceptibility is given by $\ell_A$. (e) Summary of the values of crystallite size $L_a$ obtained experimentally from different techniques (X ray diffraction, TEM, and STM) as a function of the heat-treatment temperature (HTT). TEM measurements were performed at the Materials Division, INMETRO, Campus de Xerém, Brazil, by Drs. Braulio S. Archanjo and Martin E. Oliveros. X ray diffraction measurements were performed at the National Laboratory of Syncroton Radiation (LNLS), Campinas, Brazil, by Profs. Luiz Gustavo Cançado, Angelo Malachias, and Rogério Magalhães Paniago.
8.2.2 Raman spectroscopy measurements and analysis

Figure 8.2 shows representative first-order Raman spectra of heat-treated polycrystalline graphene samples with different crystallite sizes $L_a$. The values of heat-treatment temperature (HTT) and $L_a$ (estimated by X-ray diffraction) are indicated in the plot, at the left and right sides of each spectrum, respectively. For samples with HTT = 2200°C and upwards (five top spectra in Fig. 8.2), the Raman spectra are fitted using Lorentzians (green lines). Two main peaks are related to the D and G bands (named here $D^A$ and $G^A$), plus a weak disorder-induced $D'$ feature at $\sim 1610$ cm$^{-1}$ for the lowest HTT values, which is well defined and can be clearly distinguished from the G peak. At HTT = 2800°C, the disorder-induced D and $D'$ bands are no longer observed. The mechanisms giving rise to the G, D, and $D'$ peaks are vastly discussed in the literature, and the details can be reviewed in Refs. [107, 195–198].

For samples with HTT = 2000°C and downwards (five bottom spectra in Fig. 8.2), the spectra are fit using two Lorentzians peaks (or three if the $D'$ band is still noticed as a shoulder on the right side of the G band, e.g. samples with HTT = 1800 and 1600°C) and two Gaussian peaks. Of the four peaks, two are plotted in green (the Lorentzians), related to the $D^A$ and $G^A$ peaks, which are also observed for HTT = 2200°C and above. The other two peaks (the Gaussians) plotted in red are new, denominated here by the $D^S$ and $G^S$ peaks. For the analysis presented here, the relevant parameters obtained from the fitting procedure using Lorentzians and Gaussians are the full width at half maximum intensity ($\Gamma$) and the ratio of the integrated areas of D and G bands ($I_D/I_G$), as discussed in Sections 8.3.1 and 8.3.2.

The first step to fit the Raman data is to extract a linear baseline between the two extremes of the recorded spectrum. The resulting spectrum do not contain negative intensities, and the baseline is set at zero intensity. The $D^A$ and $G^A$ bands are fitted with the Lorentzian function

$$I(\omega) = \frac{I_0}{1 + (\omega - \omega_0)^2},$$

where $I$ is the intensity, $I_0$ is the amplitude, $\omega$ is the frequency, $\omega_0$ is the central frequency (or peak frequency), and $\Gamma$ is the width. The central frequencies for $D^A$ and $G^A$
Figure 8.2: Representative first-order Raman spectra (empty circles) of heat-treated nanographites with different crystallite sizes $L_a$. The respective values of the heat-treatment temperature (HTT) and $L_a$ (obtained by X-Ray diffraction) are indicated on the left and right sides of each spectrum, respectively. All spectra were obtained using an excitation laser energy $E_L=2.33\,\text{eV}$ ($\lambda_L = 532\,\text{nm}$). Of the four peaks, two are plotted in green, related to the $D^A$ and $G^A$ peaks, which are also observed for HTT = 2200$^\circ\text{C}$ and above. The other two peaks plotted in red are new, denominated here by the $D^S$ and $G^S$ peaks. The Raman measurements were performed at INMETRO, Campus Xerém, Brazil, by Drs. Carolina Garin and Erlon H. Martins Ferreira.
bands are fixed in the values of highest intensity for each peak. For the samples with HTT = 2000 °C and downwards (L_a ≤ 30 nm), the D^S and G^S bands are introduced in the fitting procedure. Because these two features are originated from highly-disordered areas, their profiles are better described by a Gaussian function with the form

\[ I = I_0 \exp \left[ -\frac{1}{2} \left( \frac{\omega_0 - \omega}{\Gamma} \right)^2 \right]. \]  

The central frequency value of the D^S peak is fixed at different values depending on the excitation energy (see Tables 8.1, 8.2, and 8.3). The frequency of the D^S peak is considered to be dispersive with excitation energy, following the same trend as the D^A band (see Ref. [199]). The G^S peak shows a non-dispersive character and is fixed at 1520 cm\(^{-1}\). Tables 8.1, 8.2, and 8.3 show the peak frequency [\(\omega_0 \text{ (cm}^{-1}\text{)}\), from now on indicated by \(\omega \text{ (cm}^{-1}\text{)}\) for simplification reasons] and full width at half maximum intensity [\(\Gamma \text{ (cm}^{-1}\text{)}\)] for D^S, D^A, G^S, G^A, and D' peaks, acquired at different excitation energies. The frequencies for the four peaks are fixed during the fitting procedure, and the full width at half maximum and the amplitudes are left free to adjust to its best values. For some of the spectra it was necessary to fix the full width at half maximum of some peaks to avoid the divergence of the peak width. The divergence occurs for two reasons: 1) the noisy character of some spectra and 2) the extremely low amplitude of some peaks. The fixed widths are indicated by the pink cells in the tables.

### 8.3 The Geometrical Model

A single crystallite is idealized as illustrated in Fig. 8.1 (d): a square-shaped graphene of side \(L_a\), formed by a perfect graphene lattice (A domain) surrounded by the structurally-disordered area (red) of thickness \(\ell_S\) (S domain). Since two neighboring crystallites share one border of thickness \(\ell_B\), \(\ell_S = \ell_B/2\). \(L_a\) and \(\ell_B\) are the two relevant structural parameters to characterize polycrystalline graphene. There are also two other relevant parameters related to the scattering dynamics, which are represented by the electron and phonon coherence lengths. These dynamics parameters have already been measured using Raman spectroscopy in graphene: \(\ell_A \approx 3\text{ nm for electrons [189]}\) and \(\ell_C \approx 30\text{ nm for phonons [192]}\).

The importance of \(\ell_A\) is that this dynamics parameter defines how far from the edge the
Table 8.1: Peak frequency $\omega$ (cm$^{-1}$) and full width at half maximum intensity $\Gamma$ (cm$^{-1}$) for $D^S$, $D^A$, $G^S$, $G^A$, and $D'$ peaks, obtained from the fitting of the Raman data acquired using excitation energy of 2.71 eV. The different heat treatment temperatures are indicated in the column HTT ($^\circ$C).

<table>
<thead>
<tr>
<th>HTT</th>
<th>$\omega_{D^S}$</th>
<th>$\Gamma_{D^S}$</th>
<th>$\omega_{D^A}$</th>
<th>$\Gamma_{D^A}$</th>
<th>$\omega_{G^S}$</th>
<th>$\Gamma_{G^S}$</th>
<th>$\omega_{G^A}$</th>
<th>$\Gamma_{G^A}$</th>
<th>$\omega_{D'}$</th>
<th>$\Gamma_{D'}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1200</td>
<td>1298</td>
<td>301</td>
<td>1386</td>
<td>124</td>
<td>1520</td>
<td>200</td>
<td>1600</td>
<td>94</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1400</td>
<td>1298</td>
<td>260</td>
<td>1378</td>
<td>101</td>
<td>1520</td>
<td>188</td>
<td>1600</td>
<td>79</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1600</td>
<td>1298</td>
<td>300</td>
<td>1375</td>
<td>76</td>
<td>1520</td>
<td>159</td>
<td>1587</td>
<td>64</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1800</td>
<td>1298</td>
<td>400</td>
<td>1366</td>
<td>54</td>
<td>1520</td>
<td>167</td>
<td>1579</td>
<td>42</td>
<td>1619</td>
<td>28</td>
</tr>
<tr>
<td>2000</td>
<td>1298</td>
<td>367</td>
<td>1371</td>
<td>44</td>
<td>1520</td>
<td>181</td>
<td>1583</td>
<td>30</td>
<td>1622</td>
<td>18</td>
</tr>
<tr>
<td>2200</td>
<td>-</td>
<td>-</td>
<td>1372</td>
<td>33</td>
<td>-</td>
<td>-</td>
<td>1583</td>
<td>19</td>
<td>1622</td>
<td>9</td>
</tr>
<tr>
<td>2300</td>
<td>-</td>
<td>-</td>
<td>1373</td>
<td>47</td>
<td>-</td>
<td>-</td>
<td>1582</td>
<td>15</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2400</td>
<td>-</td>
<td>-</td>
<td>1376</td>
<td>59</td>
<td>-</td>
<td>-</td>
<td>1582</td>
<td>15</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2500</td>
<td>-</td>
<td>-</td>
<td>1377</td>
<td>91</td>
<td>-</td>
<td>-</td>
<td>1581</td>
<td>15</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2600</td>
<td>-</td>
<td>-</td>
<td>1376</td>
<td>55</td>
<td>-</td>
<td>-</td>
<td>1582</td>
<td>15</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2700</td>
<td>-</td>
<td>-</td>
<td>1376</td>
<td>48</td>
<td>-</td>
<td>-</td>
<td>1582</td>
<td>14</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2800</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1582</td>
<td>14</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Table 8.2: Peak frequency [$\omega$ (cm$^{-1}$)] and full width at half maximum intensity [$\Gamma$ (cm$^{-1}$)] for D$^S$, D$^A$, G$^S$, G$^A$, and D$'$ peaks, obtained from the fitting of the Raman data acquired using excitation energy of 2.33 eV. The different heat treatment temperatures are indicated in the column HTT (°C).

<table>
<thead>
<tr>
<th>HTT</th>
<th>$\omega_D^S$</th>
<th>$\Gamma_D'$</th>
<th>$\omega_D^A$</th>
<th>$\Gamma_D^A$</th>
<th>$\omega_G^S$</th>
<th>$\Gamma_G^S$</th>
<th>$\omega_G^A$</th>
<th>$\Gamma_G^A$</th>
<th>$\omega_D'$</th>
<th>$\Gamma_D'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1200</td>
<td>1275</td>
<td>289</td>
<td>1363</td>
<td>139</td>
<td>1520</td>
<td>219</td>
<td>1600</td>
<td>88</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1400</td>
<td>1275</td>
<td>304</td>
<td>1359</td>
<td>131</td>
<td>1520</td>
<td>203</td>
<td>1599</td>
<td>82</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1600</td>
<td>1275</td>
<td>301</td>
<td>1355</td>
<td>85</td>
<td>1520</td>
<td>179</td>
<td>1590</td>
<td>60</td>
<td>1621</td>
<td>40</td>
</tr>
<tr>
<td>1800</td>
<td>1275</td>
<td>339</td>
<td>1350</td>
<td>53</td>
<td>1520</td>
<td>251</td>
<td>1580</td>
<td>42</td>
<td>1617</td>
<td>32</td>
</tr>
<tr>
<td>2000</td>
<td>1275</td>
<td>391</td>
<td>1354</td>
<td>37</td>
<td>1520</td>
<td>217</td>
<td>1583</td>
<td>29</td>
<td>1622</td>
<td>18</td>
</tr>
<tr>
<td>2200</td>
<td>-</td>
<td>-</td>
<td>1354</td>
<td>37</td>
<td>-</td>
<td>-</td>
<td>1582</td>
<td>19</td>
<td>1622</td>
<td>12</td>
</tr>
<tr>
<td>2300</td>
<td>-</td>
<td>-</td>
<td>1358</td>
<td>49</td>
<td>-</td>
<td>-</td>
<td>1582</td>
<td>15</td>
<td>1624</td>
<td>11</td>
</tr>
<tr>
<td>2400</td>
<td>-</td>
<td>-</td>
<td>1359</td>
<td>52</td>
<td>-</td>
<td>-</td>
<td>1583</td>
<td>14</td>
<td>1624</td>
<td>8</td>
</tr>
<tr>
<td>2500</td>
<td>-</td>
<td>-</td>
<td>1360</td>
<td>44</td>
<td>-</td>
<td>-</td>
<td>1582</td>
<td>14</td>
<td>1624</td>
<td>6</td>
</tr>
<tr>
<td>2600</td>
<td>-</td>
<td>-</td>
<td>1360</td>
<td>44</td>
<td>-</td>
<td>-</td>
<td>1582</td>
<td>15</td>
<td>1624</td>
<td>7</td>
</tr>
<tr>
<td>2700</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1582</td>
<td>14</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2800</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1582</td>
<td>14</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Table 8.3: Peak frequency [$\omega$ (cm$^{-1}$)] and full width at half maximum intensity [$\Gamma$ (cm$^{-1}$)] for D$_S$, D$_A$, G$_S$, G$_A$, and D' peaks, obtained from the fitting of the Raman data acquired using excitation energy of 1.96 eV. The different heat treatment temperatures are indicated in the column HTT ($^\circ$ C).

<table>
<thead>
<tr>
<th>HTT</th>
<th>$\omega_{D_S}$</th>
<th>$\Gamma_{D_S}$</th>
<th>$\omega_{D_A}$</th>
<th>$\Gamma_{D_A}$</th>
<th>$\omega_{G_S}$</th>
<th>$\Gamma_{G_S}$</th>
<th>$\omega_{G_A}$</th>
<th>$\Gamma_{G_A}$</th>
<th>$\omega_{D'}$</th>
<th>$\Gamma_{D'}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1200</td>
<td>1253</td>
<td>282</td>
<td>1353</td>
<td>184</td>
<td>1520</td>
<td>215</td>
<td>1600</td>
<td>99</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1400</td>
<td>1253</td>
<td>281</td>
<td>1349</td>
<td>157</td>
<td>1520</td>
<td>211</td>
<td>1600</td>
<td>79</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>1600</td>
<td>1253</td>
<td>286</td>
<td>1339</td>
<td>91</td>
<td>1520</td>
<td>200</td>
<td>1585</td>
<td>56</td>
<td>1616</td>
<td>41</td>
</tr>
<tr>
<td>1800</td>
<td>1253</td>
<td>349</td>
<td>1333</td>
<td>57</td>
<td>1520</td>
<td>188</td>
<td>1580</td>
<td>46</td>
<td>1615</td>
<td>31</td>
</tr>
<tr>
<td>2000</td>
<td>1253</td>
<td>462</td>
<td>1337</td>
<td>38</td>
<td>1520</td>
<td>189</td>
<td>1583</td>
<td>32</td>
<td>1620</td>
<td>19</td>
</tr>
<tr>
<td>2200</td>
<td>-</td>
<td>-</td>
<td>1338</td>
<td>36</td>
<td>-</td>
<td>-</td>
<td>1582</td>
<td>21</td>
<td>1621</td>
<td>17</td>
</tr>
<tr>
<td>2300</td>
<td>-</td>
<td>-</td>
<td>1341</td>
<td>50</td>
<td>-</td>
<td>-</td>
<td>1581</td>
<td>17</td>
<td>1620</td>
<td>12</td>
</tr>
<tr>
<td>2400</td>
<td>-</td>
<td>-</td>
<td>1337</td>
<td>45</td>
<td>-</td>
<td>-</td>
<td>1577</td>
<td>15</td>
<td>1618</td>
<td>11</td>
</tr>
<tr>
<td>2500</td>
<td>-</td>
<td>-</td>
<td>1339</td>
<td>42</td>
<td>-</td>
<td>-</td>
<td>1577</td>
<td>16</td>
<td>1619</td>
<td>7</td>
</tr>
<tr>
<td>2600</td>
<td>-</td>
<td>-</td>
<td>1341</td>
<td>40</td>
<td>-</td>
<td>-</td>
<td>1577</td>
<td>16</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2700</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1578</td>
<td>14</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2800</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1578</td>
<td>15</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
edge-related defect-induced scattering can occur. In the schematic model of Fig. 8.1 (d), \( \ell_A \) defines the thickness of the D band scattering within the \( \mathcal{A} \) domain, which is the green area in Fig. 8.1 (d). The reason why these areas are considered here in two faces is related to the D band dependence on the laser polarization. The D band scattering is a maximum if the polarization of the exciting field is parallel to the edge, and a minimum (null for perfect edges) if the exciting field is polarized along the direction perpendicular to the edge [200]. Considering the exciting field as parallel to a pair of opposite edges in the squared crystallite, the D band scattering originates from the two parallel edges only. If the incident light is unpolarized, the D band response would come from the four edges in the square, but the pertinent electric field would be half of the total field, and the same result would be obtained. Considering the pertinent scattering components, the result is actually the same for any crystallite shape.

On the other hand, the importance of \( \ell_C \) is related to spatial confinement, which generates uncertainty in the phonon momentum associated with the finite size of the crystallites. If \( L_a < \ell_C \), the Raman-allowed phonon wavevector \( q \) is relaxed, leading to the broadening of the Raman bands. Therefore, there is a relation between the crystallite size \( L_a \) and the width \( \Gamma \) of the Raman peaks originating from the \( \mathcal{A} \) domain for samples with \( L_a < \ell_C \).

The two structural and the two dynamics parameters discussed above can be measured from the \( L_a \) dependence of the G band width (\( \Gamma_G \)) and from the intensity ratio between the D and G bands (\( I_D/I_G \)), as discussed below.

### 8.3.1 The structural (\( \ell_B \)) and dynamic (\( \ell_A \)) parameters versus \( L_a \): the \( I_D/I_G \) intensity ratio

Figure 8.3(a) shows the plot of the ratio \( I_D/I_G \), obtained from the fitting discussed in section 8.2.2, as a function of \( L_a \) for three excitation laser energies, namely 1.96, 2.33, and 2.71 eV (wavelengths 633, 532, and 458 nm, respectively). The intensity values plotted in Fig. 8.3 (a) corresponds to the peak areas, representing the probability of the whole scattering process. The solid lines shown in Fig. 8.3 (a) are the fitting curves to the experimental data based on the model discussed below.

The measured Raman intensity related to a vibrational mode \( \gamma \) can be expressed as sums over a specific scattering domain \( \mathcal{C} \) in the form
Figure 8.3: (a) Plot of the ratio $I_D/I_G$ as a function of $L_a$ for three sets of data obtained using three distinct excitation laser energies, namely 1.96, 2.33, and 2.71 eV (wavelengths 633, 532, and 458 nm, respectively). The Raman intensity values correspond to the integration areas of D and G bands. The solid lines are the fitting curves based on Eq. (8.8).

Inset: Plot of $C^{A,S}$ as a function of $E_L^4$. The solid line is a linear fitting that gives $C^{A,S}_G = 0.07E_L^4$ [Eq. (8.9)]. (b) Plot of the product $(I_D/I_G) \times E_L^4$ as a function of $L_a$ for all the data shown in panel (a).
\[ I^C_\gamma = \frac{\omega_s^4}{\epsilon_0^2 c^4} \left| \int_C G(r; \omega_s) \chi^C (r; \omega, \omega_s) E(r; \omega) \ d^2r \right|^2, \]  

(8.3)

where \( \epsilon_0 \) and \( c \) are the free-space permittivity and speed of light, respectively, \( r = (x, y) \) is the position at the sample plane, \( \omega \) and \( \omega_s \) are the frequencies of the incident and scattered light, respectively; \( G(r; \omega_s) \) is the outgoing Green’s function which accounts for the whole system, including the scattering and surrounding media, \( \chi^C (r; \omega_s, \omega) \) is the Raman susceptibility of a specific vibrational mode \( \gamma \) over the domain \( C \), and \( E(r; \omega) \) is the excitation field. As an approximation, we have considered the excitation field, as well as the outgoing Green’s function, to be both uniform over the crystallite area.

The Raman scattering responses from both the \( S \) [red area in Fig. 8.1 (d)] and \( A \) (the rest of the square) domains have to be considered to account for the D to G intensity ratio. Therefore, four contributions to the Raman spectrum of polycrystalline graphene have to be used to analyze their relative intensities:

\[ \frac{I_D}{I_G} = \frac{I^S_D + I^B_D}{I^S_G + I^B_G}. \]  

(8.4)

Because both the \( D^S \) and \( G^S \) bands originate from highly disordered areas, they both present a lower frequency (due to the softening of the phonon modes) as compared to the \( D^A \) and \( D^A \) bands, respectively. For large values of \( L_a \), the \( S \) domain is relatively irrelevant as compared to the \( A \) domain, and the D and G bands can be fit with one Lorentzian peak each. For smaller \( L_a \) values, the \( S \) domain becomes relevant as compared to the \( A \) domain, and the Raman D and G data are fitted with four peaks, two peaks for the \( D^S \) and \( D^A \) bands, and two peaks for the \( G^S \) and \( G^A \) bands.

For the structurally-disordered domain \( S \), we consider the D and G Raman susceptibilities, \( \chi_D \) and \( \chi_G \) respectively, to be independent of the sample position, \( \chi^S_{D,G}(r; \omega, \omega_s) \approx \chi^S_{D,G}(\omega, \omega_s) \). In this case, the Raman intensities for the D and G bands in the structurally-disordered domain \( S \) of a single crystallite can be readily evaluated from Eq. (8.3) to give

\[ I^S_\gamma = C^S_\gamma (4\ell_S L_a - 4\ell^2_S), \]  

(8.5)

where \( \gamma \in \{D, G\} \). The arguments for building this formula are purely geometrical, considering the relative area of the \( S \) domains with respect to the total area, described as a
function of the structural parameters $L_a$ and $\ell_S$. The constant factors in Eq. (8.3) were grouped in Eq. (8.5) in order to have a single constant, namely $C_D^S$ and $C_G^S$ for the D and G bands, respectively. These constant factors, to which we will refer here as the overall Raman response, account for the $\omega_s^4$ dependency, the oscillator strength of the electrophonon and electron-photon interactions, the magnitude of the excitation field, and for the geometry of the collection optics. It is important to notice that Eq. (8.5) is valid only for $L_a > 2\ell_S$ in polycrystalline graphene, since for $L_a < 2\ell_S$ the sample is fully disordered and the size dependence no longer makes sense, i.e. $I_G^S \sim C_G^S$. From similar reasoning, the relative intensity for the G band scattering originated from the perfect lattice area $A$ of a single crystallite is given by

$$I_G^A = C_G^A (L_a - 2\ell_S)^2,$$  \hspace{1cm} (8.6)

which is valid in the limit $L_a > 2\ell_S$, since for $L_a < 2\ell_S$ there is no $A$ domain. Finally, the D band intensity over the perfect lattice area is proportional to the green area at $A$ in Fig. 8.1 (d), given by

$$I_D^A = C_D^A \ell_A (L_a - 2\ell_S) \left[1 - e^{-2(L_a-2\ell_S)/\ell_A}\right].$$  \hspace{1cm} (8.7)

This formula also comes from geometrical considerations, based on the fact that the D band scattering in a graphene sample is strongly localized near the edge [green area in Fig. 8.1 (d)] [83, 189, 190, 201]. To account for that, the D band susceptibility is modeled to decay exponentially from the border of the $A$ domain, with a half-decay length $\ell_A$ defined by the coherence length of the electron-hole pair involved in the scattering process [189]. Again, the $L_a > 2\ell_S$ limitation applies.

Substitution of Eqs. (8.5-8.7) into (8.4) provides the ingredients for the determination of the $I_D/I_G$ ratio between the overall intensities of the D and G bands in the form

$$\frac{I_D}{I_G} = \frac{C_D^S 4\ell_S (L_a - \ell_S) + C_D^A \ell_A (L_a - 2\ell_S) \left[1 - e^{-2(L_a-2\ell_S)/\ell_A}\right]}{C_G^S 4\ell_S (L_a - \ell_S) + C_G^A (L_a - 2\ell_S)^2}. \hspace{1cm} (8.8)$$

Equation (8.8) can be used to fit $I_D/I_G$ for all different values of $L_a$ limited to $L_a > 2\ell_S$. The best fit to the data [solid lines in Fig. 8.3 (a)] was obtained for $\ell_S = 1.4$ nm and
\[ \ell_A = 4 \text{ nm}. \] Therefore, the structural determination of the average grain boundaries width obtained here \((\ell_B = 2\ell_S = 2.8 \text{ nm})\) is in very good agreement with the width of the crystallite borders obtained by STM, as shown in Fig. 8.1 and discussed in Ref. [193]. Furthermore, the electron coherence length \(\ell_A = 4 \text{ nm}\) is also in excellent agreement with previous experiments performed on ion-bombarded graphene and graphene edges [83, 189]. It is known that the G band Raman intensity is proportional to the fourth power of the excitation laser energy \(E_L\), while the D band Raman cross section does not depend on \(E_L\) [77, 202]. The inset to Fig. 8.3 (a) shows the plot of the fitted values of \(C_G^{A,S}\) as a function of \(E_L^4\) \((C_G^A = C_G^S)\). As expected, the behavior is roughly linear, and the data fitting gives

\[ C_G^{A,S} = 0.07E_L^4, \quad (8.9) \]

where the coefficient is given in units of eV\(^{-4}\). The remaining parameters that come from the data fitting are \(C_D^A = 7.2\) and \(C_D^S = 1.0\). Actually, since all the values we measure here are relative values, we normalized all values to \(C_D^S = 1.0\). The D band in the activated region is, therefore, 7.2 times stronger than in the structurally disordered domain. Figure 8.3 (b) shows the plot of the product \((I_D/I_G) \times E_L^4\) as a function of \(L_a\) for all data shown in panel 8.3(a). It is clear from the graphics that the \(I_D/I_G\) data obtained with different excitation laser energies collapse on to the same curve after being scaled by \(E_L^4\). The solid line is the plot obtained from the substitution of Eq. (8.9) into Eq. (8.8).

### 8.3.2 Phonon coherence length and \(L_a\): the G band width

Figure 8.4 shows the plot of \(\Gamma_G^A\) as a function of \(L_a\) for the experimental data obtained with the three excitation laser sources used here. Referencing to the spectra in Fig. 8.2, the peak under consideration is represented by the green line at \(\sim 1584 \text{ cm}^{-1}\). The data do not depend significantly on \(E_L\), and the whole dataset follows the same trend. For \(L_a > 30 \text{ nm}\), we have \(\Gamma_G^A(\infty) \approx 15 \text{ cm}^{-1}\), which is the usual value obtained for undoped pristine graphene [203]. For \(L_a \leq 30 \text{ nm}\), the spatial confinement of the crystallites affect the phonons, and \(\Gamma_G^A\) increases exponentially as \(L_a \to 0\). In this scenario, the function \(\Gamma_G^A(L_a)\) can be approximated as an exponential decay function of the form

\[ \Gamma_G^A(L_a) = \Gamma_G^A(\infty) + C e^{-L_a/(\ell C/2)}, \quad (8.10) \]
Figure 8.4: Plot of $\Gamma_A^G$ as a function of $L_a$ for the experimental data obtained with three excitation laser sources, namely 1.96, 2.33, and 2.71 eV (wavelengths 633, 532, and 458 nm, respectively). The solid line is fitting according to Eq. (8.10).

where the parameter $C$ is related to the phonon dispersion relation $\omega(q)$, and $\ell_C$ gives the full decay length. The solid line in Fig. 8.4 is the fitting according to Eq. (8.10), where the following parameters were obtained: $\Gamma_A^G(\infty) = 15 \text{ cm}^{-1}$, $C = 95 \text{ cm}^{-1}$, and $\ell_C(\infty) = 32 \text{ nm}$. The value obtained here for the phonon coherence length $\ell_C$ is, therefore, in excellent agreement with the values obtained from near-field Raman measurements on pristine graphene.

Notice that $\Gamma_A^G$ is very sensitive to $L_a$ for samples with crystallites smaller than $\sim 30 \text{ nm}$. For $L_a > \ell_C$ the G band is related to the phonon in the center of the Brillouin zone, and it can be fitted with a single Lorentzian with $\Gamma_A^G(\infty) = 15 \text{ cm}^{-1}$. For $L_a < \ell_C$ the G band is a convolution of contributions from different $q$ values, and an additional Gaussian function is used to fit the data.

### 8.4 Comparison with related literature

For those who are knowledgeable about research in the topic of nanographite, it is important to compare the results presented here with what has been published in this field over the last 45 years. The ratio between the integrated intensities of the D and G bands ($I_D/I_G$) have been broadly used to measure the crystallite size $L_a$ of nanostructured graphitic samples. The first approach was originally introduced by Tuinstra and Koenig [75]. While the D band intensity scales with the perimeter of the crystallite
(I_D \propto L_a)$, the G band intensity is proportional to the crystallite area $(I_G \propto L_a^2)$, so that $I_D/I_G \propto 1/L_a$. Using this simple approach, the authors reached the so-called *Tuinstra and Koenig relation* in the form $I_D/I_G = \kappa/L_a$, with $\kappa$ being an empirical proportionality constant. Later on, Mernagh and collaborators observed that the proportionality constant $\kappa$ scales with the excitation laser energy [204], and Ref. [76] measured $\kappa \approx 560 E_4^4$.

Ferrari and Robertson noticed that the *Tuinstra and Koenig relation* was no longer valid for samples with a higher degree of disorder [82]. The reason presented by these authors was that the totally symmetric vibrational mode giving rise to the D band involves all six atoms in a hexagonal ring (this mode can be seen as a breathing-like mode of the hexagons). On the other hand, the bond stretching mode (with E$_{2g}$ symmetry) giving rise to the G band only involves a pair of atoms in the graphene unit cell. In a highly-disordered regime, the D mode would be more affected by broken bonds than the G mode, and in this case the proportionality between the $I_D/I_G$ ratio and $L_a$ should be somehow inverted. By performing a rough calculation, the authors reached the relation $I_D/I_G \propto L_a^2$.

Ferrari and Robertson then proposed that the separation of the nano-structured graphitic structures were initially occurring in two distinct groups, called stages I and II, which happened around a length $L_a \sim 2$ nm. These authors also proposed a third group (stage III), in which sp$^3$ bounded sites become very important, and the samples make a transition from amorphous carbon (a-C) to tetrahedral amorphous carbon (ta-C). However, this detail is beyond the scope of the present study.

An unified approach dealing simultaneously with stages I and II was recently introduced by Lucchese and collaborators for graphene samples with point defects generated by Ar$^+$ bombardment [83]. Although the model proposed for graphene samples with point defects in Ref. [83] successfully describes the evolution of the ratio $I_D/I_G$ as a function of the average point defect distance $L_D$ for stages I and II, a similar model was missing for nanostructured samples with crystallites of size $L_a$. Our work provides such a model. The correlation length of the optical phonons $\ell_C$ is demonstrated to be the key factor for the separation between stages I and II, occurring for $L_a$ wider and shorter than $\ell_C \approx 30$ nm, respectively.

For $L_a$ shorter than $\ell_C \approx 30$ nm, the spectra has to be fit with contributions from both the pristine lattice and the structurally disordered regions, and four main peaks have to be introduced to fit the overall data (except for a fifth peak accounting for the small D').
peak, when needed). The tentative of treatment of the Raman spectra of polycrystalline graphitic samples with extra peaks (besides the usual D and G modes) has been previously introduced in Refs. [205, 206]. However, these works attribute these two extra contributions to different phonon modes activated by disorder. This is not fully accurate since these extra modes cannot be observed for other types of defects, such as the edges of pristine graphene samples in which, indeed, the highly-disordered peaks are not supposed to be observed. Furthermore, our work also demonstrates that the change from stage II to stage III in polycrystalline graphene is well defined, and is ruled by the electron coherence length and the grain boundary width.

Finally, the literature presents some Raman data from nanostructured graphene where the $I_D/I_G$ ratio is much larger than the data shown in Fig. 8.2. This happens when the nanocrystallites are small ($L_a \sim \ell_A$), but the border has high quality, i.e. the grain boundaries are absent. The D band intensity in this case is dominated by the response from the pristine graphene, which is 7.2 times stronger than the D band coming from the structurally disordered areas.

### 8.5 Concluding remarks

In summary, a geometrical model is presented to explain the dependence of the Raman scattering from graphene systems as a function of the crystallite size and grain boundaries width. There are four parameters, two structural parameters and two parameters related to the scattering dynamics ruling the Raman response. With the crystallite sizes $L_a$ previously defined from X ray diffraction and electron microscopy experiments, the geometrical model proposed here provides a measure of the other three parameters, which are the average grain boundaries width $\ell_B$, the phonon coherence length $\ell_C$, and the electron coherence length $\ell_A$. The structural determination of the average grain boundary width obtained here ($\ell_B = 2\ell_S = 2.8 \text{ nm}$) is in very good agreement with the width of the crystallite borders obtained by STM [193]. The electron coherence length $\ell_A = 4 \text{ nm}$ is in excellent agreement with previous experiments performed on ion-bombarded graphene and on graphene edges [83, 189]. The value obtained for the phonon coherence length $\ell_C$ is in excellent agreement with the values obtained from near-field Raman measurements of pristine graphene [192]. Our model has, therefore, proved to be accurate.
It is now useful to develop practical formulas for the measurement of the crystallite size $L_a$ using Raman spectroscopy. The relation between $\Gamma_G$ and $L_a$ [Eq. (8.4)] can be inverted to measure $L_a$ from the recorded $\Gamma_G$ Raman data:

$$L_a = \frac{\ell_C}{2} \ln \left[ \frac{C}{\Gamma_A^G(L_a) - \Gamma_A^G(\infty)} \right], \quad (8.11)$$

where $\ell_C$, $C$, and $\Gamma_A^G(\infty)$ are given in section 8.2.1. This formula is ideal for measuring $L_a$ between 2.8 nm and 32 nm. For $L_a > 2.8$ nm, $\Gamma_G$ will be related to the degree of disorder in the sp$^2$ carbon bonds, i.e., the sample is fully disordered and the measure of $L_a$ no longer makes sense.

For $L_a > 32$ nm, Eq. (8.8) provides a full description of the ($I_D/I_G$) ratio for nano-graphitic systems, but a more practical formula for the measurement of the crystallite size $L_a$ using Raman spectroscopy can now be built. For $L_a > \ell_C$, Eq. (8.8) can be simplified to

$$\frac{I_D}{I_G} \approx \left( \frac{C_S^4 4\ell_S + C_A^D \ell_A}{C_G^4} \right) \frac{1}{L_a}, \quad (8.12)$$

which corresponds, as expected, to the Tuisntra and Koenig relation [75]. Substitution of Eq. (8.9), together with the numerical parameters presented in section 8.2.2, leads to a simple formula

$$L_a \approx \frac{500E_L^4}{\left( \frac{I_D}{I_G} \right)^{-1}}. \quad (8.13)$$

Ref. [76] gives a similar result, and the difference between the two results is ascribed here to a further definition of the various experimental parameters discussed in the present work. Here Eqs. (8.11) and (8.13) can be used to determine the atomically-organized crystallite sizes in polycrystalline graphene-related systems.
Chapter 9

Conclusion

This thesis presented the use of group theory and Raman spectroscopy in the study of the vibrational properties of two-dimensional materials. The basic aspects of group theory for the treatment of these materials are introduced here, and the results that were obtained give a broad view about the vibrational aspects of 2D materials.

The group theory treatment of phosphorus, silicon and germanium allotropes, and for the transition metal dichalcogenides revealed resemblances to the graphene structure. Symmetry variations are observed depending on the number of layers and the stacking arrangement. The results presented in these studies are valuable for both theoretical and practical purposes, since the vibrational mode activity can be predicted for each structure and can be measured by using infrared or Raman spectroscopy. The polarization dependence for the modes is given as well, and different allotropes can be identified by using this information. The analysis of the presence versus absence of inversion symmetry makes it possible to predict the structures for which nonlinear phenomena, like second harmonic generation can be detected. In the phosphorus studies, symmetry relations are established among the different allotropes and the parental $D_{6h}^1$ graphene’s structure and phase transitions are discussed. The results presented here for the transition metal dichalcogenides can be applied to more than 30 layered materials for mode assignments, crystalline orientation analysis, and the prediction of other symmetry-related properties, reinforcing the importance of group theory analysis in solid state physics and materials science.

The experimental measurements of the second-order nonlinear susceptibility for monolayer and few-layer WSe$_2$ showed that the value found for the monolayer is three orders of
magnitude higher than for other usual nonlinear crystals. The observation of second harmonic generation in these samples is related to the presence or absence of inversion symmetry depending on the number of layers. The results presented here can be important for the development of new devices and uses of nonlinear phenomena in nanometer scales.

Preliminary results of an experimental investigation of the Raman spectra of NbSe$_2$ are presented. Differences in the Raman spectra at ambient and low temperatures for few-layer and bulk samples are detected, as well as the red shift at low temperatures of a two-phonon mode related to the charge-density-wave transition presented by this material. This transition is a phenomenon which until now is not well understood, and the Raman spectroscopy can become a key technique to be used for its examination. NbSe$_2$ is unstable under ambient conditions and for Raman measurements. Therefore a strategy under development involved the encapsulation of few-layer NbSe$_2$ samples by using a few-layer hexagonal boron nitride sample. The Raman spectra of this sample suggests a better signal, but additional examination is needed to carry out systematic work.

Finally, previous knowledge about the Raman spectra of nanographite was used to characterize the carbonaceous content of the highly fertile soil, known as Terra Preta de Índio. The analysis of these carbon materials found in these samples suggests an optimized crystallite size, for which the soil stores carbon in a stable form and this carbon stores nutrients for plants. To find new techniques for the characterization of this soil is a strategic issue, since the development of the new Terra Preta de Índio, or the so-called Terra Preta Nova can be a sustainable way to develop agriculture in the tropical regions, which is populated by more than 4 billion people. This work also motivated a deeper study about a model for the Raman spectra of nanographite samples for small crystallite sizes (smaller than 10 nm). This study gave rise to a general formula for the crystallite size calculation by using Raman spectroscopy, unifying both small and large crystallite sizes. Furthermore, information like the phonon coherence length was obtained, which is found to be equal to 32 nm, a value corroborated by recent experimental measurements. The Raman spectrum of nanographite has been studied since the 70’s, but even now the present comprehension about the Raman spectra of small crystallites is far from complete.

The role of Raman spectroscopy for the examination of nanomaterials increases constantly due to its fast, sensitive, usually non-destructive and simple (or unnecessary) sample preparation character. One of the major goals of this thesis has been to simplify
the investigation of Raman spectroscopy associated with group theory so that these methods could be applied to a large family of new 2D systems, and to show the amount of information that could be extracted and interpreted.
Appendix A

Tables for group theory in graphene

These character tables are used for the explanations in Chapter 2 for the graphene case, and they were extracted from Ref. [111].

Table A.1: Character table for the Γ point (\(D_{6h}^1, P6/mmm\), No. 191).

<table>
<thead>
<tr>
<th>(\Gamma)</th>
<th>(C_2^A)</th>
<th>(C_2^B)</th>
<th>(C_2^C)</th>
<th>(S_6)</th>
<th>(S_3)</th>
<th>(\sigma_d^A)</th>
<th>(\sigma_v^A)</th>
<th>(\sigma_d^B)</th>
<th>(\sigma_v^B)</th>
<th>(\sigma_d^C)</th>
<th>(\sigma_v^C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Gamma_1^+)</td>
<td>1 1 1 1 1 1 1 1 1 1 1 1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Gamma_2^+)</td>
<td>1 1 1 1 -1 -1 1 1 1 1 -1 -1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Gamma_3^+)</td>
<td>1 1 -1 -1 -1 1 1 -1 1 -1 -1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Gamma_4^+)</td>
<td>1 1 -1 -1 1 -1 1 -1 1 -1 -1 1 -1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Gamma_5^+)</td>
<td>2 -1 -2 1 0 0 2 -1 -2 1 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Gamma_6^+)</td>
<td>2 -1 2 -1 0 0 2 -1 2 -1 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Gamma_1^-)</td>
<td>1 1 1 1 1 1 1 -1 -1 -1 1 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Gamma_2^-)</td>
<td>1 1 1 1 -1 -1 1 1 -1 -1 1 -1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Gamma_3^-)</td>
<td>1 1 -1 -1 -1 1 -1 -1 1 1 1 -1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Gamma_4^-)</td>
<td>1 1 -1 -1 1 -1 -1 1 1 1 -1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Gamma_5^-)</td>
<td>2 -1 -2 1 0 0 -2 1 2 -1 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\Gamma_6^-)</td>
<td>2 -1 2 -1 0 0 -2 1 -2 1 0 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| \(\chi^{eq}\) | 2 2 0 0 0 2 0 0 2 2 2 0 | \(\chi^{eq}\) | | | | | | | | | | |
| \(\chi^{vector}\) | 3 0 -1 2 -1 -1 -3 0 1 -2 1 1 | \(\chi^{a.s.}\) | | | | | | | | | | |
| \(\chi(\Gamma^{lat.vib.})\) | 6 0 0 0 0 -2 0 0 2 -4 2 0 | \(\chi^{lat.vib}\) | | | | | | | | | | |
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Table A.2: Matrix representation for the 24 symmetry operations associated with the 2D graphite lattice, in the cartesian coordinate system \((x, y, z)\).

\[
\begin{align*}
E &= \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} & C_4^+ &= \begin{bmatrix} -1/2 & -\sqrt{3}/2 & 0 \\ \sqrt{3}/2 & -1/2 & 0 \\ 0 & 0 & 1 \end{bmatrix} & C_4^- &= \begin{bmatrix} -1/2 & \sqrt{3}/2 & 0 \\ -\sqrt{3}/2 & -1/2 & 0 \\ 0 & 0 & 1 \end{bmatrix} \\
C_2 &= \begin{bmatrix} -1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{bmatrix} & C_6^+ &= \begin{bmatrix} 1/2 & \sqrt{3}/2 & 0 \\ -\sqrt{3}/2 & 1/2 & 0 \\ 0 & 0 & 1 \end{bmatrix} & C_6^- &= \begin{bmatrix} 1/2 & -\sqrt{3}/2 & 0 \\ \sqrt{3}/2 & 1/2 & 0 \\ 0 & 0 & 1 \end{bmatrix} \\
C_2'^A &= \begin{bmatrix} -1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{bmatrix} & C_2'^B &= \begin{bmatrix} 1/2 & \sqrt{3}/2 & 0 \\ -\sqrt{3}/2 & 1/2 & 0 \\ 0 & 0 & -1 \end{bmatrix} & C_2'^C &= \begin{bmatrix} 1/2 & -\sqrt{3}/2 & 0 \\ -\sqrt{3}/2 & 1/2 & 0 \\ 0 & 0 & -1 \end{bmatrix} \\
C_2''A &= \begin{bmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -1 \end{bmatrix} & C_2''B &= \begin{bmatrix} -1/2 & -\sqrt{3}/2 & 0 \\ \sqrt{3}/2 & -1/2 & 0 \\ 0 & 0 & -1 \end{bmatrix} & C_2''C &= \begin{bmatrix} -1/2 & \sqrt{3}/2 & 0 \\ \sqrt{3}/2 & -1/2 & 0 \\ 0 & 0 & -1 \end{bmatrix} \\
i &= \begin{bmatrix} -1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -1 \end{bmatrix} & S_6^+ &= \begin{bmatrix} 1/2 & \sqrt{3}/2 & 0 \\ -\sqrt{3}/2 & 1/2 & 0 \\ 0 & 0 & -1 \end{bmatrix} & S_6^- &= \begin{bmatrix} 1/2 & -\sqrt{3}/2 & 0 \\ -\sqrt{3}/2 & 1/2 & 0 \\ 0 & 0 & -1 \end{bmatrix} \\
\sigma_h &= \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1 \end{bmatrix} & S_3^+ &= \begin{bmatrix} -1/2 & -\sqrt{3}/2 & 0 \\ \sqrt{3}/2 & -1/2 & 0 \\ 0 & 0 & -1 \end{bmatrix} & S_3^- &= \begin{bmatrix} -1/2 & \sqrt{3}/2 & 0 \\ -\sqrt{3}/2 & -1/2 & 0 \\ 0 & 0 & -1 \end{bmatrix} \\
\sigma_d^\parallel &= \begin{bmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{bmatrix} & \sigma_d^\perp &= \begin{bmatrix} -1/2 & -\sqrt{3}/2 & 0 \\ \sqrt{3}/2 & 1/2 & 0 \\ 0 & 0 & 1 \end{bmatrix} & \sigma_d' &= \begin{bmatrix} -1/2 & \sqrt{3}/2 & 0 \\ \sqrt{3}/2 & 1/2 & 0 \\ 0 & 0 & 1 \end{bmatrix} \\
\sigma_d^\Delta &= \begin{bmatrix} -1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} & \sigma_d'' &= \begin{bmatrix} 1/2 & \sqrt{3}/2 & 0 \\ \sqrt{3}/2 & -1/2 & 0 \\ 0 & 0 & 1 \end{bmatrix} & \sigma_d'^\Delta &= \begin{bmatrix} 1/2 & -\sqrt{3}/2 & 0 \\ -\sqrt{3}/2 & -1/2 & 0 \\ 0 & 0 & 1 \end{bmatrix}
\end{align*}
\]
Table A.3: $\vec{r}_1$ and $\vec{t}_1$ vectors associated with the 24 symmetry operations of 2D graphite.

<table>
<thead>
<tr>
<th>Operation</th>
<th>$\vec{r}_1$</th>
<th>$\vec{r}_2$</th>
<th>$\vec{t}_1$</th>
<th>$\vec{t}_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$C_{3}^{+}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x} - \frac{a}{2} \hat{y}$</td>
<td>$\frac{3a}{2\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}$</td>
<td>$a \hat{y}$</td>
</tr>
<tr>
<td>$C_{3}^{-}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} - \frac{a}{2} \hat{y}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$a \hat{y}$</td>
<td>$-\frac{3a}{2\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}$</td>
</tr>
<tr>
<td>$C_{2}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x} - \frac{a}{2} \hat{y}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$a \hat{y}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x} + a \hat{y}$</td>
</tr>
<tr>
<td>$C_{6}^{-}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} + a \hat{y}$</td>
</tr>
<tr>
<td>$C_{6}^{0}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} + a \hat{y}$</td>
</tr>
<tr>
<td>$C_{m}^{A}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} + a \hat{y}$</td>
</tr>
<tr>
<td>$C_{2}^{B}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} + a \hat{y}$</td>
</tr>
<tr>
<td>$S_{g}^{C}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} + a \hat{y}$</td>
</tr>
<tr>
<td>$S_{d}^{D}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} + a \hat{y}$</td>
</tr>
<tr>
<td>$S_{d}^{2}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} + a \hat{y}$</td>
</tr>
<tr>
<td>$\sigma_{h}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$S_{d}^{B}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x} - \frac{a}{2} \hat{y}$</td>
<td>$\frac{3a}{2\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}$</td>
<td>$a \hat{y}$</td>
</tr>
<tr>
<td>$S_{d}^{C}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} - \frac{a}{2} \hat{y}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$-\frac{3a}{2\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}$</td>
</tr>
<tr>
<td>$\sigma_{d}^{A}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x}$</td>
</tr>
<tr>
<td>$\sigma_{d}^{B}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x}$</td>
</tr>
<tr>
<td>$\sigma_{d}^{C}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$-\frac{3a}{2\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}$</td>
</tr>
<tr>
<td>$\sigma_{d}^{2}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x}$</td>
</tr>
<tr>
<td>$\sigma_{d}^{C}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$-\frac{3a}{2\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}$</td>
</tr>
<tr>
<td>$\sigma_{d}^{2}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} + \frac{a}{2} \hat{y}$</td>
<td>$-\frac{a}{\sqrt{3}} \hat{x}$</td>
<td>$\frac{a}{\sqrt{3}} \hat{x} + a \hat{y}$</td>
</tr>
</tbody>
</table>
Appendix B

Character tables for group theory in $N$-layer phosphorene, germanene, silicene and stanene

B.1 Projection operation to calculate basis functions.

The projection operation of Eq. (2.24) can be rewritten in order to calculate the convenient basis function. In its new form, we have:

$$P^m = \sum_{(p)} \left( \frac{l_m}{g} \right) \sum_{(n)} \chi^m(n)^* [D^{(n)}],$$  \hspace{1cm} (B.1)

in which $l_m$ is the dimension of the irreducible representation $m$, and $g$ is the number of symmetry operations of the group $G$. For example, if we need to discover to which representation $\Gamma^m$ a basis function given by $\phi(x, y, z)$ is related, it is necessary to apply Eq. (B.1) to all the irreducible representations and identify the representation that gives $\phi(x, y, z)$ after the projection (the other representations not related to $\phi(x, y, z)$ will give “0”).

B.2 Monolayer black P and blue P eigenvectors.

Figures B.1(a) and B.1(b) shows the phonon eigenvectors for black and blue phosphorous, respectively.
Figure B.1: Non-normalized eigenvector representations for black (a) and blue (b) P monolayer vibrational modes, in its respective axis choices. Pink rectangles indicate Raman active modes, pink triangles represent infrared active modes and pink circles indicate silent modes. The remaining modes are acoustic.

B.3 Character tables with space group (SG) to point group (PG) notation conversion with convenient basis functions and modes classification list.

The tables shown here were prepared by adapting the point group tables presented in group theory books [106, 108, 110, 116] to the case of the specific space groups used in this work. Mode activity tables are given as well.

1. Character tables with space group (SG) to point group (PG) notation conversion with convenient basis functions and modes classification list.

   (a) Character table for the $D_{2h}^{19}$ space group
Table B.1: Character table for the Γ point \([D_{2h}^{19} (C_{mmm}, \#65)]\). The symmetry operations associated to the centring translation [centring vector: \((\frac{1}{2}, \frac{1}{2}, 0)\)] are not shown.

<table>
<thead>
<tr>
<th>SG</th>
<th>PG</th>
<th>{E(0)}</th>
<th>{C(2)(g)(0)}</th>
<th>{C(2)(z)(0)}</th>
<th>{C(2)(z)(0)}</th>
<th>({i(0)})</th>
<th>{(\sigma_{xz})(0)}</th>
<th>{(\sigma_{xz})(0)}</th>
<th>{(\sigma_{yz})(0)}</th>
<th>Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Gamma_1^+)</td>
<td>(A_g)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>(x^2, y^2, z^2)</td>
</tr>
<tr>
<td>(\Gamma_2^+)</td>
<td>(B_{1g})</td>
<td>1</td>
<td>1</td>
<td>–1</td>
<td>–1</td>
<td>1</td>
<td>1</td>
<td>–1</td>
<td>–1</td>
<td>(xy)</td>
</tr>
<tr>
<td>(\Gamma_3^+)</td>
<td>(B_{2g})</td>
<td>1</td>
<td>–1</td>
<td>1</td>
<td>–1</td>
<td>1</td>
<td>1</td>
<td>–1</td>
<td>–1</td>
<td>(xz)</td>
</tr>
<tr>
<td>(\Gamma_4^+)</td>
<td>(B_{3g})</td>
<td>1</td>
<td>–1</td>
<td>–1</td>
<td>1</td>
<td>1</td>
<td>–1</td>
<td>–1</td>
<td>1</td>
<td>(yz)</td>
</tr>
<tr>
<td>(\Gamma_1^-)</td>
<td>(A_u)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>–1</td>
<td>–1</td>
<td>–1</td>
<td>1</td>
<td>1</td>
<td>(z)</td>
</tr>
<tr>
<td>(\Gamma_2^-)</td>
<td>(B_{1u})</td>
<td>1</td>
<td>1</td>
<td>–1</td>
<td>–1</td>
<td>–1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>(y)</td>
</tr>
<tr>
<td>(\Gamma_3^-)</td>
<td>(B_{2u})</td>
<td>1</td>
<td>–1</td>
<td>1</td>
<td>–1</td>
<td>–1</td>
<td>1</td>
<td>–1</td>
<td>1</td>
<td>(x)</td>
</tr>
<tr>
<td>(\Gamma_4^-)</td>
<td>(B_{3u})</td>
<td>1</td>
<td>–1</td>
<td>–1</td>
<td>1</td>
<td>1</td>
<td>–1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

Table B.2: Normal vibrational mode irreducible representations (\(\Gamma_{vib}\)) for strained graphene. Irreducible representations for the Raman active, infrared active, acoustic and silent mode are identified.

\[
D_{2h}^{19} (C_{mmm}, \#65)
\]

<table>
<thead>
<tr>
<th>(\Gamma_{vib})</th>
<th>(\Gamma_1^+ \oplus \Gamma_2^+ \oplus \Gamma_3^+ \oplus \Gamma_2^- \oplus \Gamma_3^- \oplus \Gamma_4^-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raman</td>
<td>(\Gamma_1^+ \oplus \Gamma_2^+ \oplus \Gamma_3^+)</td>
</tr>
<tr>
<td>Infrared</td>
<td>–</td>
</tr>
<tr>
<td>Acoustic</td>
<td>(\Gamma_2^- \oplus \Gamma_3^- \oplus \Gamma_4^-)</td>
</tr>
<tr>
<td>Silent</td>
<td>–</td>
</tr>
</tbody>
</table>

(b) Blue phosphorus monolayer under strain (\(C_{2h}^{1}\) and \(C_{2h}^{3}\) space groups)

Table B.3: Character table for the Γ point \([C_{2h}^{1} (P2/m, \#10)]\).

<table>
<thead>
<tr>
<th>SG</th>
<th>PG</th>
<th>{E(0)}</th>
<th>{C(2)(g)(0)}</th>
<th>{(\sigma_{xz})(0)}</th>
<th>{(\sigma_{yz})(0)}</th>
<th>Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Gamma_1^+)</td>
<td>(A_g)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>(x^2, y^2, z^2)</td>
</tr>
<tr>
<td>(\Gamma_1^-)</td>
<td>(A_u)</td>
<td>1</td>
<td>1</td>
<td>–1</td>
<td>–1</td>
<td>(y)</td>
</tr>
<tr>
<td>(\Gamma_2^+)</td>
<td>(B_g)</td>
<td>1</td>
<td>–1</td>
<td>–1</td>
<td>1</td>
<td>(xy, yz)</td>
</tr>
<tr>
<td>(\Gamma_2^-)</td>
<td>(B_u)</td>
<td>1</td>
<td>–1</td>
<td>1</td>
<td>–1</td>
<td>(x, z)</td>
</tr>
</tbody>
</table>

The character table to the \(C_{2h}^{1}\) space group is used to the \(C_{2h}^{3}\) (\(C2/m, \#12\)) space group, in which additional symmetry operations associated to a centring translation [centring vector: \((\frac{1}{2}, \frac{1}{2}, 0)\)] occurs, but the point group is the same for both \(C_{2h}^{1}\) and \(C_{2h}^{3}\).
Table B.4: Normal vibrational mode irreducible representations ($\Gamma_{\text{lat.vib.}}$) for strained (or stressed) Blue P monolayer at the $\Gamma$ point ($C_{2h}^{3}$). Irreducible representations for the Raman active, infrared active, acoustic and silent mode are identified.

\[
\begin{array}{c|c}
\hline
C_{2h}^{3} \ (C2/m, \ #12) & \hline
\Gamma_{\text{lat.vib.}} & 2\Gamma_{1}^{+} \oplus 2\Gamma_{2}^{-} \oplus \Gamma_{1}^{-} \oplus \Gamma_{2}^{+} \\
\hline
\text{Raman} & 2\Gamma_{1}^{+} \oplus \Gamma_{2}^{+} \\
\text{Infrared} & - \\
\text{Acoustic} & \Gamma_{1}^{-} \oplus 2\Gamma_{2}^{-} \\
\text{Silent} & - \\
\hline
\end{array}
\]

Table B.5: Normal vibrational mode irreducible representations ($\Gamma_{\text{vib}}$) for strained (or stressed) and distorted Blue P monolayer at the $\Gamma$ point ($C_{2h}^{3}$). Irreducible representations for the Raman active, infrared active, acoustic and silent mode are identified.

\[
\begin{array}{c|c}
\hline
C_{2h}^{3} \ (P2/m, \ #10) & \hline
\Gamma_{\text{vib}} & 4\Gamma_{1}^{+} \oplus 4\Gamma_{2}^{-} \oplus 2\Gamma_{1}^{-} \oplus 2\Gamma_{2}^{+} \\
\hline
\text{Raman} & 4\Gamma_{1}^{+} \oplus 2\Gamma_{2}^{+} \\
\text{Infrared} & 2\Gamma_{2}^{-} \oplus 1\Gamma_{1}^{-} \\
\text{Acoustic} & 2\Gamma_{2}^{-} \oplus 1\Gamma_{1}^{-} \\
\text{Silent} & - \\
\hline
\end{array}
\]

(c) Black phosphorus for $N$ odd and $N$ even number of layers ($D_{2h}^{7}$ and $D_{2h}^{11}$ space groups)

i. $AA$ stacking for $N$ even and $N$ odd, and $AB$ stacking for $N$ odd;

Table B.6: Character table for the $\Gamma$ point [$D_{2h}^{7}$ (Pbmn, #53)].

<table>
<thead>
<tr>
<th>SG</th>
<th>PG</th>
<th>${E}$</th>
<th>${C_{2z}(z=y=1/4)}$</th>
<th>${C_{2y}}$</th>
<th>${C_{2z}(y=1/4)}^{\text{a}}$</th>
<th>${i}$</th>
<th>${\sigma_{xy}}$</th>
<th>${\tau_{n}}$</th>
<th>${\sigma_{xz}}$</th>
<th>${\sigma_{yz}(x=\frac{1}{2})}$</th>
<th>$\tau_{y}$</th>
<th>Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_{1}^{+}$</td>
<td>$A_{g}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$x^{2}$</td>
<td>$y^{2}$</td>
</tr>
<tr>
<td>$\Gamma_{2}^{+}$</td>
<td>$B_{1g}$</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>$xy$</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{3}^{+}$</td>
<td>$B_{2g}$</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>$xz$</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{4}^{+}$</td>
<td>$B_{3g}$</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>$yz$</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{1}^{-}$</td>
<td>$A_{u}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$z$</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{2}^{-}$</td>
<td>$B_{1u}$</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$y$</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{3}^{-}$</td>
<td>$B_{2u}$</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>$x$</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{4}^{-}$</td>
<td>$B_{3u}$</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^{a}$ $\tau_{x}$ is the translation of half of the $a_{1}$ lattice parameter along the $\hat{x}$ direction [$\tau_{x} = (\frac{1}{2})a_{1}\hat{x}$].

$^{b}$ $\tau_{n}$ is the translation of half of the $a_{1}$ lattice parameter along the $\hat{x}$ direction and the translation of half of the $a_{2}$ lattice parameter along the $\hat{y}$ direction [$\tau_{n} = (\frac{1}{2})a_{1}\hat{x} + (\frac{1}{2})a_{2}\hat{y}$].

$^{c}$ $\tau_{y}$ is the translation of half of the $a_{2}$ lattice parameter along the $\hat{y}$ direction [$\tau_{y} = (\frac{1}{2})a_{2}\hat{y}$].
Table B.7: Normal vibrational mode irreducible representations (Γ_{lat.vib.}) for black phosphorus AA stacking (N even and N odd), and AB stacking (N odd) at the Γ point. Irreducible representations for the Raman active, infrared active, acoustic and silent mode are identified.

<table>
<thead>
<tr>
<th>Γ_{lat.vib.}</th>
<th>(2N(Γ^+_1 \oplus Γ^+_3 \oplus Γ^-_2 \oplus Γ^-_4) \oplus N(Γ^+_2 \oplus Γ^+_4 \oplus Γ^-_1 \oplus Γ^-_3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raman</td>
<td>(2N(Γ^+_1 \oplus Γ^+_3) \oplus N(Γ^+_2 \oplus Γ^+_4))</td>
</tr>
<tr>
<td>Infrared</td>
<td>((2N - 1)(Γ^-_2 \oplus Γ^-_4) \oplus (N - 1)Γ^-_3)</td>
</tr>
<tr>
<td>Acoustic</td>
<td>(Γ^-_2 \oplus Γ^-_3 \oplus Γ^-_4)</td>
</tr>
<tr>
<td>Silent</td>
<td>(NΓ^-_1)</td>
</tr>
</tbody>
</table>

ii. AB stacking for N even;

Table B.8: Character table for the Γ point [\(D_{2h}^{11} (Pbma, \#57)\)].

<table>
<thead>
<tr>
<th>SG</th>
<th>PG</th>
<th>({E}0)</th>
<th>({C_{z2r(x=\frac{1}{2})}})</th>
<th>({C_{xy}})</th>
<th>({Γ_y})</th>
<th>({σ_{xy}})</th>
<th>({σ_{z2r(y=\frac{1}{2})}})</th>
<th>({σ_{z2r(x=\frac{1}{2})}})</th>
<th>Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Γ^+_1)</td>
<td>(A_2)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>(x^2, y^2, z^2)</td>
</tr>
<tr>
<td>(Γ^+_2)</td>
<td>(B_{1g})</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>(Γ^+_2)</td>
<td>(B_{2g})</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>(Γ^-_1)</td>
<td>(A_u)</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>(yz)</td>
</tr>
<tr>
<td>(Γ^-_2)</td>
<td>(B_{1u})</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>(Γ^-_2)</td>
<td>(B_{2u})</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>(y)</td>
</tr>
<tr>
<td>(Γ^-_2)</td>
<td>(B_{3u})</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>(x)</td>
</tr>
</tbody>
</table>

\(a\) \(τ_y\) is the translation of half of the \(a_2\) lattice parameter along the \(y\) direction \(|τ_y| = (\frac{1}{2})a_2\).

\(b\) \(τ_x\) is the translation of half of the \(a_1\) lattice parameter along the \(x\) direction \(|τ_x| = (\frac{1}{2})a_1\).

Table B.9: Normal vibrational mode irreducible representations (Γ_{lat.vib.}) for black phosphorus AB stacking (N even) at the Γ point. Irreducible representations for the Raman active, infrared active, acoustic and silent mode are identified.

<table>
<thead>
<tr>
<th>Γ_{lat.vib.}</th>
<th>(2N(Γ^+_1 \oplus Γ^+_3 \oplus Γ^-_2 \oplus Γ^-_4) \oplus N(Γ^+_2 \oplus Γ^+_4 \oplus Γ^-_1 \oplus Γ^-_3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raman</td>
<td>(2N(Γ^+_1 \oplus Γ^+_3) \oplus N(Γ^+_2 \oplus Γ^+_4))</td>
</tr>
<tr>
<td>Infrared</td>
<td>((2N - 1)(Γ^-_2 \oplus Γ^-_4) \oplus (N - 1)Γ^-_3)</td>
</tr>
<tr>
<td>Acoustic</td>
<td>(Γ^-_2 \oplus Γ^-_3 \oplus Γ^-_4)</td>
</tr>
<tr>
<td>Silent</td>
<td>(NΓ^-_1)</td>
</tr>
</tbody>
</table>

(d) Blue phosphorus, silicene, germanene and stanene for \(N\) odd and \(N\) even number of layers (\(D_{3d}^3\) and \(C_{3v}\) space groups)
i. AA stacking for $N$ even and $N$ odd, and AB stacking for monolayer and $N$ even;

Table B.10: Character table for the Γ point $[D_{3d}^{3} (P3m1, #164)]$.

<table>
<thead>
<tr>
<th>SG</th>
<th>PG</th>
<th>$C_{3}^{+}$</th>
<th>$C_{2}^{A}$</th>
<th>$i$</th>
<th>$S_{6}^{+}$</th>
<th>$\sigma_{d}^{A}$</th>
<th>Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_{1}^{+}$</td>
<td>$A_{1g}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$x^2 + y^2, z^2$</td>
</tr>
<tr>
<td>$\Gamma_{2}^{+}$</td>
<td>$A_{2g}$</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>$(xz, yz), (x^2 - y^2, xy)$</td>
</tr>
<tr>
<td>$\Gamma_{3}^{+}$</td>
<td>$E_{g}$</td>
<td>2</td>
<td>-1</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{1}^{-}$</td>
<td>$A_{1u}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>$z$</td>
</tr>
<tr>
<td>$\Gamma_{2}^{-}$</td>
<td>$A_{2u}$</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_{3}^{-}$</td>
<td>$E_{u}$</td>
<td>2</td>
<td>-1</td>
<td>0</td>
<td>-2</td>
<td>1</td>
<td>$(x, y)$</td>
</tr>
</tbody>
</table>

Table B.11: Normal vibrational mode irreducible representations ($\Gamma^{\text{lat.vib.}}$) for blue phosphorus, silicene, germanene and stanene AA stacking ($N$ even and $N$ odd), and AB stacking (monolayer and $N$ even) at the Γ point. Irreducible representations for the Raman active, infrared active, acoustic and silent mode are identified.

<table>
<thead>
<tr>
<th>$\Gamma^{\text{lat.vib.}}$</th>
<th>$N(\Gamma_{1}^{+} \oplus \Gamma_{3}^{+} \oplus \Gamma_{2}^{-} \oplus \Gamma_{3}^{-})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raman</td>
<td>$N(\Gamma_{1}^{+} \oplus \Gamma_{3}^{+})$</td>
</tr>
<tr>
<td>Infrared</td>
<td>$(N - 1)(\Gamma_{2}^{-} \oplus \Gamma_{3}^{-})$</td>
</tr>
<tr>
<td>Acoustic</td>
<td>$\Gamma_{2}^{-} \oplus \Gamma_{3}^{-}$</td>
</tr>
<tr>
<td>Silent</td>
<td>-</td>
</tr>
</tbody>
</table>

ii. AB stacking for $N$ odd;
Table B.12: Character table for the Γ point $[C_{3v}^1 (P3m1, \#156)]$.

<table>
<thead>
<tr>
<th>SG PG</th>
<th>E</th>
<th>$C^+_3$</th>
<th>$C^-_3$</th>
<th>$\sigma_d^A$</th>
<th>$\sigma_d^B$</th>
<th>$\sigma_d^C$</th>
<th>Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_1$ $A_1$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$z, x^2 + y^2, z^2$</td>
<td></td>
</tr>
<tr>
<td>$\Gamma_2$ $A_2$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>-1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Gamma_3$ $E$</td>
<td>2</td>
<td>-1</td>
<td>0</td>
<td></td>
<td></td>
<td>$(xz, yz), (x, y)$</td>
<td></td>
</tr>
</tbody>
</table>

Table B.13: Normal vibrational mode irreducible representations ($\Gamma^{lat.vib.}$) for blue phosphorus, silicene, germanene and stanene $AB$ stacking ($N$ odd) at the Γ point. Irreducible representations for the Raman active, infrared active, acoustic and silent mode are identified.

<table>
<thead>
<tr>
<th>$C_{3v}^1 (P3m1, #156)$</th>
<th>$\Gamma^{lat.vib.}$</th>
<th>2$N(\Gamma_1 \oplus \Gamma_3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raman</td>
<td>$(2N - 1)(\Gamma_1 \oplus \Gamma_3)$</td>
<td></td>
</tr>
<tr>
<td>Infrared</td>
<td>$(2N - 1)(\Gamma_1 \oplus \Gamma_3)$</td>
<td></td>
</tr>
<tr>
<td>Acoustic</td>
<td>$\Gamma_1 \oplus \Gamma_3$</td>
<td></td>
</tr>
<tr>
<td>Silent</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>

(c) Bulk counterparts

i. $A17$ phase [black phosphorus, $D^{18}_{2h}$ ($Aema, \#64$)];

Table B.14: Character table for the Γ point $[D^{18}_{2h} (Aema, \#64)]$. The symmetry operations associated to the centring translation [centring vector: $(0, \frac{1}{2}, \frac{1}{2})$] are not shown.

| SG PG | $[E|0]\{C_{2z(z=\frac{1}{4})}|\tau_z\}^a \{C_{2y(z=\frac{1}{4})}|\tau_z\}^b \{i|0\} \{\sigma_{xy(y=\frac{1}{4})}|\tau_z\}^b \{\sigma_{xy}|0\} \{\sigma_{yz(x=\frac{1}{4})}|\tau_z\}^a$ | Basis |
|-------|-----------------------------------------------------------------|-------|
| $\Gamma_1$ $A_1$ | 1 1 1 1 1 1 1 1 | $x^2, y^2, z^2$ |
| $\Gamma_1$ $A_1$ | 1 1 -1 -1 -1 1 1 -1 | $xy$ |
| $\Gamma_1$ $A_1$ | 1 -1 -1 -1 -1 1 1 -1 | $yz$ |
| $\Gamma_1$ $B_1$ | 1 -1 1 1 -1 -1 1 1 | $z$ |
| $\Gamma_1$ $B_2$ | 1 -1 -1 -1 -1 1 1 1 | $y$ |
| $\Gamma_3$ $B_1$ | 1 -1 1 1 -1 -1 1 1 | $x$ |
| $\Gamma_3$ $B_2$ | 1 -1 -1 -1 -1 1 1 1 | $x$ |

$^a\tau_z$ is the translation of half of the $c$ lattice parameter along the $\hat{z}$ direction $|\tau_z| = (\frac{1}{2})c\hat{z}$.  

$^b\tau_x$ is the translation of half of the $a_1$ lattice parameter along the $\hat{x}$ direction $|\tau_x| = (\frac{1}{2})a_1\hat{x}$.  
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Table B.15: Normal vibrational mode irreducible representations ($\Gamma_{\text{lat.vib.}}$) for $A17$ phosphorus phase. Irreducible representations for the Raman active, infrared active, acoustic and silent mode are identified.

<table>
<thead>
<tr>
<th>$D_{18}^{15}$ ($Aema$, #64)</th>
<th>$\Gamma_{\text{lat.vib.}}$</th>
<th>Raman</th>
<th>Infrared</th>
<th>Acoustic</th>
<th>Silent</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2\Gamma_1^+ \oplus \Gamma_2^+ \oplus 2\Gamma_3^+ \oplus \Gamma_4^+ \oplus \Gamma_5^+ \oplus \Gamma_1^- \oplus 2\Gamma_2^- \oplus \Gamma_3^- \oplus 2\Gamma_4^-$</td>
<td>$2\Gamma_1^+ \oplus \Gamma_2^+ \oplus 2\Gamma_3^+ \oplus \Gamma_4^+$</td>
<td>$\Gamma_2^- \oplus \Gamma_3^- \oplus \Gamma_4^-$</td>
<td>$\Gamma_2^- \oplus \Gamma_3^-$</td>
<td>$\Gamma_1^-$</td>
<td></td>
</tr>
</tbody>
</table>

ii. $A7$ phase [ABC stacking, $D_{5d}^{5}$ ($R\bar{3}m$, #166) and its relation with $AB$ blue phosphorus bilayer.]

The point group for the $A7$ phase of phosphorus is $D_{3d}$, and the character table possess the same characters that the table for $AA$ blue phosphorus stacking [$D_{3d}^{3}$ ($P\bar{3}m1$, #164)]. Due to this fact, the irreducible representations are the same and the $\Gamma_{\text{lat.vib.}}$ differs only in number of modes. The classification of the modes is given as:

Table B.16: Normal vibrational mode irreducible representations ($\Gamma_{\text{lat.vib.}}$) for $A7$ phosphorus phase. Irreducible representations for the Raman active, infrared active, acoustic and silent mode are identified.

<table>
<thead>
<tr>
<th>$D_{3d}^{5}$ ($R\bar{3}m$, #166)</th>
<th>$\Gamma_{\text{lat.vib.}}$</th>
<th>Raman</th>
<th>Infrared</th>
<th>Acoustic</th>
<th>Silent</th>
</tr>
</thead>
<tbody>
<tr>
<td>$3(\Gamma_1^+ \oplus \Gamma_3^+ \oplus \Gamma_2^- \oplus \Gamma_3^-)$</td>
<td>$3(\Gamma_1^+ \oplus \Gamma_3^+)$</td>
<td>$2(\Gamma_2^- \oplus \Gamma_3^-)$</td>
<td>$\Gamma_2^- \oplus \Gamma_3^-$</td>
<td>-</td>
<td></td>
</tr>
</tbody>
</table>
Appendix C

Character tables for group theory in two-dimensional Transition Metal Dichalcogenides

C.1 Lattice vibration representations for bulk $2Ha$, $2Hc$ and $1T$

In this appendix we list the lattice vibration irreducible representations $\Gamma^{lat.vib.}$ (discussed in Section 4.2.7) for each high-symmetry point and line in the Brillouin zone for the bulk $2Ha$, $2Hc$ and $1T$ polytypes in Tables C.1, C.2 and C.3, respectively. The character tables of spacial groups modified to the GWV of each high-symmetry point and line of the Brillouin zone are given with respect to the points and lines indicated in red in Fig. 4.5.
Table C.1: Wave-vector point-group representations ($\Gamma_{\text{lat.vib.}}$) for bulk 2$Ha$-polytype (/AbA CbC/) TMDCs for all the high-symmetry points and lines in the Brillouin zone.

<table>
<thead>
<tr>
<th>Brillouin zone point</th>
<th>Irreducible representations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma$</td>
<td>$\Gamma_1^+ \oplus 2\Gamma_3^+ \oplus \Gamma_5^+ \oplus 2\Gamma_6^+ \oplus 2\Gamma_2^- \oplus \Gamma_4^- \oplus 2\Gamma_5^- \oplus \Gamma_6^-$</td>
</tr>
<tr>
<td>$K$</td>
<td>$K_1^+ \oplus K_2^+ \oplus 4K_3^+ \oplus 2K_2^- \oplus 2K_3^-$</td>
</tr>
<tr>
<td>$M$</td>
<td>$3M_1^+ \oplus 2M_2^+ \oplus 3M_3^+ \oplus M_4^+ \oplus M_1^- \oplus 3M_2^- \oplus 2M_3^- \oplus 3M_4^-$</td>
</tr>
<tr>
<td>$\Sigma$</td>
<td>$6\Sigma_1 \oplus 2\Sigma_2 \oplus 4\Sigma_3 \oplus 6\Sigma_4$</td>
</tr>
<tr>
<td>$T(T')$</td>
<td>$5T_1 \oplus 4T_2 \oplus 5T_3 \oplus 4T_4$</td>
</tr>
<tr>
<td>$u$</td>
<td>$10u^+ \oplus 8u^-$</td>
</tr>
</tbody>
</table>

Table C.2: Wave-vector point-group representations ($\Gamma_{\text{lat.vib.}}$) for bulk 2$Hc$-polytype (/CaC AcA/) TMDCs for all the high-symmetry points and lines in the Brillouin zone.

<table>
<thead>
<tr>
<th>Brillouin zone point</th>
<th>Irreducible representations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma$</td>
<td>$\Gamma_1^+ \oplus 2\Gamma_3^+ \oplus \Gamma_5^+ \oplus 2\Gamma_6^+ \oplus 2\Gamma_2^- \oplus \Gamma_4^- \oplus 2\Gamma_5^- \oplus \Gamma_6^-$</td>
</tr>
<tr>
<td>$K$</td>
<td>$2K_1^+ \oplus 2K_2^+ \oplus 3K_3^+ \oplus K_1^- \oplus K_2^- \oplus 3K_3^-$</td>
</tr>
<tr>
<td>$M$</td>
<td>$3M_1^+ \oplus 2M_2^+ \oplus 3M_3^+ \oplus M_4^+ \oplus M_1^- \oplus 3M_2^- \oplus 2M_3^- \oplus 3M_4^-$</td>
</tr>
<tr>
<td>$\Sigma$</td>
<td>$6\Sigma_1 \oplus 2\Sigma_2 \oplus 4\Sigma_3 \oplus 6\Sigma_4$</td>
</tr>
<tr>
<td>$T(T')$</td>
<td>$5T_1 \oplus 4T_2 \oplus 5T_3 \oplus 4T_4$</td>
</tr>
<tr>
<td>$u$</td>
<td>$10u^+ \oplus 8u^-$</td>
</tr>
</tbody>
</table>

Table C.3: Wave-vector point-group representations ($\Gamma_{\text{lat.vib.}}$) for bulk 1$T$-polytype (/AbC/AbC/) TMDCs for all the high-symmetry points and lines in the Brillouin zone.

<table>
<thead>
<tr>
<th>Brillouin zone point</th>
<th>Irreducible representations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma$</td>
<td>$\Gamma_1^+ \oplus 2\Gamma_3^+ \oplus 2\Gamma_5^+ \oplus 2\Gamma_3^-$</td>
</tr>
<tr>
<td>$K$</td>
<td>$K_1 \oplus 2K_2 \oplus 3K_3$</td>
</tr>
<tr>
<td>$M$</td>
<td>$2M_1^+ \oplus 2M_1^- \oplus M_2^+ \oplus 4M_2^-$</td>
</tr>
<tr>
<td>$\Sigma$</td>
<td>$6\Sigma_1 \oplus 3\Sigma_2$</td>
</tr>
<tr>
<td>$T(T')$</td>
<td>$4T_1 \oplus 5T_2$</td>
</tr>
<tr>
<td>$u$</td>
<td>$9u$</td>
</tr>
</tbody>
</table>
C.2 Character tables of spacial groups modified to the group of the wave vector (GWV) of each point and line of high symmetry in the Brillouin zone.

Tables C.4 to C.9 give the character tables for the GWV for the $2Ha$ and $2Hc$ bulk polytypes. Tables C.10 to C.15 give the character tables to the GWV for the $2H$ polytype with $N$-odd layers, while Tables C.16 to C.20 give the character tables for the GWV for the $2H$ polytype with $N$-even layers. The space group for the $1T$ bulk polytype, as well as that for $N$-even and $N$-odd layers (the $1T$ bulk polytype is symmorphic) is the $P\bar{3}m1$ ($D^{3d}_h$ or #164) and the GWV for each high-symmetry point or line in the Brillouin zone is the same, regardless of the number of layers. The GWV for each high-symmetry point or line in the Brillouin zone for the $1T$ polytype is the same as that which occurs in the $2H$ polytype with an even number of layers, and the Tables C.16 to C.20 should be used for this polytype. The tables contain the Space Group (SG) and Point Group (PG) notation for the irreducible representations, and they are given in the following order:

1. Spacial groups used for the bulk $2H$ polytype
2. Spacial groups used for $N$-odd few layers of the $2H$ polytype
3. Spacial groups used for $N$-even few layers of the $2H$ polytype and for the $N$ layer and bulk $1T$ polytype.
C.2.1 Spacial groups used for bulk $2H$ polytype

Table C.4: Character table for the $\Gamma$ point [$D_{6h}^1$ (P6$_3$/mmc, #194)].

<table>
<thead>
<tr>
<th>SG</th>
<th>PG</th>
<th>( { C_x^A } )</th>
<th>( { C_y^A } )</th>
<th>( { C_z^A } )</th>
<th>( { C^B } )</th>
<th>( { C^C } )</th>
<th>( { S_h } )</th>
<th>( { S_v } )</th>
<th>( { S_h } )</th>
<th>Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Gamma_1 )</td>
<td>( A_1 )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( \Gamma_2 )</td>
<td>( A_2 )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( \Gamma_3 )</td>
<td>( E )</td>
<td>2</td>
<td>-1</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td>0</td>
<td>( (x, y) )</td>
<td>( (x, y) )</td>
<td></td>
</tr>
<tr>
<td>( \Gamma_1 )</td>
<td>( A'' )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( \Gamma_2 )</td>
<td>( A'' )</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Basis</td>
<td></td>
<td>( x^2 + y^2, z^2 )</td>
<td>( (x, y) )</td>
<td>( (xy, x^2 - y^2) )</td>
<td>( z )</td>
<td>( (yz, xz) )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table C.5: Character table for the $K(K')$ point [$D_{3h}^4$ (P6$_2$c, #190)].

<table>
<thead>
<tr>
<th>SG</th>
<th>PG</th>
<th>( { C_x^A } )</th>
<th>( { C_y^A } )</th>
<th>( { C_z^A } )</th>
<th>( { C^B } )</th>
<th>( { C^C } )</th>
<th>( { C^B } )</th>
<th>( { C^C } )</th>
<th>( { C^B } )</th>
<th>Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K_1 )</td>
<td>( A'_1 )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( K_2 )</td>
<td>( A_2 )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( K_3 )</td>
<td>( E' )</td>
<td>2</td>
<td>-1</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td>0</td>
<td>( (x, y) )</td>
<td>( (xy, x^2 - y^2) )</td>
<td></td>
</tr>
<tr>
<td>( K_1 )</td>
<td>( A'' )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( K_2 )</td>
<td>( A'' )</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Basis</td>
<td></td>
<td>( x^2 + y^2, z^2 )</td>
<td>( (x, y) )</td>
<td>( (xy, x^2 - y^2) )</td>
<td>( z )</td>
<td>( (yz, xz) )</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\( \tau \) is the translation of half of the $c$ lattice parameter along the $\hat{z}$ direction \([\tau = (\frac{1}{2})c\hat{z}]\).
Table C.6: Character table for the $M$ point $[D_{2h}^{17} (Cmcm, \#63)]$.

| SG | PG | $\{E|0\}$ | $\{C_2^A|0\}$ | $\{C_2^B|0\}$ | $\{i|0\}$ | $\{\sigma_h|0\}$ | $\{\sigma_d^A|0\}$ | $\{\sigma_d^B|0\}$ | Basis |
|----|----|-----------|----------------|----------------|--------|---------------|----------------|---------------|-------|
| $M_1^-$ | $A_g$ | 1 | 1 | 1 | 1 | 1 | 1 | 1 | $x^2, y^2, z^2$ |
| $M_2^+$ | $B_{1g}$ | 1 | -1 | -1 | 1 | 1 | -1 | -1 | $xy$ |
| $M_3^+$ | $B_{2g}$ | 1 | 1 | -1 | 1 | 1 | -1 | 1 | $xz$ |
| $M_4^+$ | $B_{3g}$ | 1 | 1 | -1 | 1 | -1 | 1 | -1 | $yz$ |
| $M_1^-$ | $A_u$ | 1 | 1 | 1 | 1 | -1 | -1 | -1 | $y$ |
| $M_2^+$ | $B_{1u}$ | 1 | 1 | -1 | 1 | -1 | 1 | 1 | $z$ |
| $M_3^-$ | $B_{2u}$ | 1 | -1 | 1 | -1 | -1 | 1 | 1 | $x$ |
| $M_4^-$ | $B_{3u}$ | 1 | -1 | -1 | 1 | -1 | 1 | 1 | $x$ |

$a \tau$ is the translation of half of the $c$ lattice parameter along the $\hat{z}$ direction $[\tau = (\frac{1}{2})c\hat{z}]$.

Table C.7: Character table for the $T(T')$ line $[C_{2v}^{16} (Ama2, \#40)]$.

| SG | PG | $\{E|0\}$ | $\{C_2^A|0\}$ | $\{\sigma_h|0\}$ | $\{\sigma_d|0\}$ | Basis |
|----|----|-----------|----------------|--------|---------------|-------|
| $T_1$ | $A_1$ | 1 | 1 | 1 | 1 | $y, x^2, y^2, z^2$ |
| $T_2$ | $A_2$ | 1 | 1 | -1 | -1 | $xz$ |
| $T_3$ | $B_1$ | 1 | -1 | 1 | -1 | $x, xy$ |
| $T_4$ | $B_2$ | 1 | -1 | -1 | 1 | $z, yz$ |

$a \tau$ is the translation of half of the $c$ lattice parameter along the $\hat{z}$ direction $[\tau = (\frac{1}{2})c\hat{z}]$.

Table C.8: Character table for the $\Sigma$ line $[C_{2v}^{14} (Amm2, \#38)]$.

| SG | PG | $\{E|0\}$ | $\{C_2^A|0\}$ | $\{\sigma_h|0\}$ | $\{\sigma_d^A|0\}$ | Basis |
|----|----|-----------|----------------|--------|--------------|-------|
| $\Sigma_1$ | $A_1$ | 1 | 1 | 1 | 1 | $x, x^2, y^2, z^2$ |
| $\Sigma_2$ | $A_2$ | 1 | 1 | -1 | -1 | $yz$ |
| $\Sigma_3$ | $B_1$ | 1 | -1 | 1 | -1 | $y, xy$ |
| $\Sigma_4$ | $B_2$ | 1 | -1 | -1 | 1 | $z, xz$ |

Table C.9: Character table for the $u$ point $[C_{s}^{xy} \text{ or } C_{s}^{1}, Pm, \#6]$. The $\sigma_h$ mirror plane lies in the $xy$ plane.

| SG | PG | $\{E|0\}$ | $\{\sigma_h|0\}$ | Basis |
|----|----|-----------|---------------|-------|
| $u^+$ | $A'$ | 1 | 1 | $x, y, x^2, y^2, z^2, xy$ |
| $u^-$ | $A''$ | 1 | -1 | $z, yz, xz$ |
C.2.2 Spacial groups used for \( N \)-odd few layers of the \( 2H \) polytype

Table C.10: Character table for the \( \Gamma \) point \([D_{3h}^1 (P\bar{6}m2, \#187)]\).

| SG | PG | \( C_{2A}^\nu \) | \( \sigma_v^A \) | \( C_{3}^+ \) | \( C_{3}^- \) | \( C_{2}^B \) | \( \sigma_v^B \) | \( E \) | \( C_{2}^C \) | \( \sigma_h \) | \( S_{3}^+ \) | \( \sigma_v^C \) | Basis |
|-----|-----|----------------|----------------|----------|----------|----------|----------|-----|---------|--------|----------|---------|--------|-------|
| \( \Gamma_1^+ \) | \( A_1' \) | 1 | 1 | 1 | 1 | 1 | 1 | x | y | z | 2 | x | y | 2 | z | 2 |
| \( \Gamma_2^+ \) | \( A_2' \) | 1 | 1 | 1 | 1 | 1 | 1 | x | y | z | 2 | x | y | 2 | z | 2 |
| \( \Gamma_3^+ \) | \( E' \) | 2 | -1 | 0 | 2 | -1 | 0 | (x, y), (xy, x^2 - y^2) |
| \( \Gamma_1^- \) | \( A_1'' \) | 1 | 1 | 1 | -1 | -1 | -1 | |
| \( \Gamma_2^- \) | \( A_2'' \) | 1 | 1 | 1 | -1 | -1 | -1 | |
| \( \Gamma_3^- \) | \( E'' \) | 2 | -1 | 0 | -2 | 1 | 0 | (yz, zx) |

\( ^a \omega = \exp (2i\pi/3) \).

Table C.11: Character table for the \( K(K') \) point \([C_{3h}^1 (P6, \#174)]\).

<table>
<thead>
<tr>
<th>SG</th>
<th>PG</th>
<th>( E )</th>
<th>( C_{3}^+ )</th>
<th>( C_{3}^- )</th>
<th>( \sigma_h )</th>
<th>( S_{3}^+ )</th>
<th>( S_{3}^- )</th>
<th>Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K_1^+ )</td>
<td>( A' )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>x</td>
</tr>
<tr>
<td>( K_1^- )</td>
<td>( A'' )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>( K_2^+ )</td>
<td>( E' )</td>
<td>1</td>
<td>( \omega^a )</td>
<td>( \omega^2 )</td>
<td>1</td>
<td>( \omega )</td>
<td>( \omega^2 )</td>
<td>(x, y), (x^2 - y^2, xy)</td>
</tr>
<tr>
<td>( K_2^+ )</td>
<td>( E'' )</td>
<td>1</td>
<td>( \omega^2 )</td>
<td>( \omega )</td>
<td>1</td>
<td>( \omega^2 )</td>
<td>( \omega )</td>
<td></td>
</tr>
<tr>
<td>( K_2^- )</td>
<td>( E' )</td>
<td>1</td>
<td>( \omega )</td>
<td>( \omega^2 )</td>
<td>-1</td>
<td>( -\omega )</td>
<td>( -\omega^2 )</td>
<td>(xz, yz)</td>
</tr>
<tr>
<td>( K_2^- )</td>
<td>( E'' )</td>
<td>1</td>
<td>( \omega^2 )</td>
<td>( \omega )</td>
<td>-1</td>
<td>( -\omega^2 )</td>
<td>( -\omega )</td>
<td></td>
</tr>
</tbody>
</table>

\( ^a \omega = \exp (2i\pi/3) \).

Table C.12: Character for the \( M \) point \([C_{2u}^1 (Amm2, \#38)]\).

<table>
<thead>
<tr>
<th>SG</th>
<th>PG</th>
<th>( E )</th>
<th>( C_{2}^A )</th>
<th>( \sigma_h )</th>
<th>( \sigma_v^A )</th>
<th>Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M_1 )</td>
<td>( A_1 )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>x, x^2, y^2, z^2</td>
</tr>
<tr>
<td>( M_2 )</td>
<td>( A_2 )</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
</tr>
<tr>
<td>( M_3 )</td>
<td>( B_1 )</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>( M_4 )</td>
<td>( B_2 )</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
</tr>
</tbody>
</table>
Table C.13: Character table for the $T(T')$ line [$C_{s}^{xy}$ or $C_{s}^{1}$, $Pm$, #6]. The $\sigma_h$ mirror plane lies on the $xy$ plane.

<table>
<thead>
<tr>
<th>SG</th>
<th>PG</th>
<th>$E$</th>
<th>$\sigma_h$</th>
<th>Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T^+$</td>
<td>$A'$</td>
<td>1</td>
<td>1</td>
<td>$x, y, x^2, y^2, z^2, xy$</td>
</tr>
<tr>
<td>$T^-$</td>
<td>$A''$</td>
<td>1</td>
<td>-1</td>
<td>$z, yz, xz$</td>
</tr>
</tbody>
</table>

Table C.14: Character table for the $\Sigma$ line [$C_{2v}^{14}$ ($Amm2$, #38)].

<table>
<thead>
<tr>
<th>SG</th>
<th>PG</th>
<th>$E$</th>
<th>$C_2^{\Sigma}$</th>
<th>$\sigma_h$</th>
<th>$\sigma_v^\Sigma$</th>
<th>Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Sigma_1$</td>
<td>$A_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$x, x^2, y^2, z^2$</td>
</tr>
<tr>
<td>$\Sigma_2$</td>
<td>$A_2$</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>$yz$</td>
</tr>
<tr>
<td>$\Sigma_3$</td>
<td>$B_1$</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
<td>$y, xy$</td>
</tr>
<tr>
<td>$\Sigma_4$</td>
<td>$B_2$</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>$z, xz$</td>
</tr>
</tbody>
</table>

Table C.15: Character table for the $u$ point [$C_{s}^{xy}$ or $C_{s}^{1}$, $Pm$, #6]. The $\sigma_h$ mirror lies on the $xy$ plane.

<table>
<thead>
<tr>
<th>SG</th>
<th>PG</th>
<th>$E$</th>
<th>$\sigma_h$</th>
<th>Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u^+$</td>
<td>$A'$</td>
<td>1</td>
<td>1</td>
<td>$x, y, x^2, y^2, z^2, xy$</td>
</tr>
<tr>
<td>$u^-$</td>
<td>$A''$</td>
<td>1</td>
<td>-1</td>
<td>$z, yz, xz$</td>
</tr>
</tbody>
</table>
C.2.3 Spacial groups used for \(N\)-even few layers of the 2\(H\) polytype and for the \(N\) layer and bulk 1\(T\) polytype

Table C.16: Character table for the \(\Gamma\) point \([D_{3d}^3 (P\bar{3}m1, \#164)]\).

<table>
<thead>
<tr>
<th>SG</th>
<th>PG</th>
<th>(C_2^A)</th>
<th>(\sigma_d^A)</th>
<th>(C^+_{3d})</th>
<th>(C^B_{2d})</th>
<th>(\sigma_z)</th>
<th>(\sigma_y)</th>
<th>Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Gamma^+)</td>
<td>(A_1g)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>(x^2 + y^2, z^2)</td>
</tr>
<tr>
<td></td>
<td>(A_{2g})</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td>(\Gamma^\pm)</td>
<td>(E_g)</td>
<td>2</td>
<td>-1</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td>0</td>
<td>((xz, yz), (x^2 - y^2, xy))</td>
</tr>
<tr>
<td>(\Gamma^-)</td>
<td>(A_{1u})</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(A_{2u})</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>(\Gamma^-)</td>
<td>(E_u)</td>
<td>2</td>
<td>-1</td>
<td>0</td>
<td>-2</td>
<td>1</td>
<td>0</td>
<td>((x, y))</td>
</tr>
</tbody>
</table>

Table C.17: Character table for the \(K(K')\) point \([D_3^3 (P321, \#150)]\).

<table>
<thead>
<tr>
<th>SG</th>
<th>PG</th>
<th>(C_2^A)</th>
<th>(C_3^+ C_2^B)</th>
<th>Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>(K_1)</td>
<td>(A_1)</td>
<td>1</td>
<td>1</td>
<td>(x^2 + y^2, z^2)</td>
</tr>
<tr>
<td></td>
<td>(A_{2})</td>
<td>1</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>(K_3)</td>
<td>(E)</td>
<td>2</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>((x^2 - y^2, xy))</td>
</tr>
</tbody>
</table>

Table C.18: Character table for the \(M\) point \([C_{2h}^3 (C2/m, \#12)]\).

<table>
<thead>
<tr>
<th>SG</th>
<th>PG</th>
<th>(E C_{3}^{A} \sigma_{d}^{A})</th>
<th>Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>(M^+_1)</td>
<td>(A_g)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>(A_u)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>(M^-)</td>
<td>(B_g)</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td></td>
<td>(B_u)</td>
<td>1</td>
<td>-1</td>
</tr>
</tbody>
</table>

Table C.19: Character table for the \(T(T')\) line \([C_{2}^3 (C2, \#5)]\).

<table>
<thead>
<tr>
<th>SG</th>
<th>PG</th>
<th>(E C_{2}^{A})</th>
<th>Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>(T_1)</td>
<td>A</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>1</td>
<td>-1</td>
</tr>
</tbody>
</table>
Table C.20: Character table for the $\Sigma$ line [$C_s^{xz}$ or $C_s^2$, $Cm$, #8]. The $\sigma$ mirror plane lies in the $xz$ plane.

<table>
<thead>
<tr>
<th>SG</th>
<th>PG</th>
<th>$E$ $\sigma_d^A$</th>
<th>Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Sigma_1$</td>
<td>$A'$</td>
<td>1 1</td>
<td>$x, z, x^2, y^2, z^2, xz$</td>
</tr>
<tr>
<td>$\Sigma_2$</td>
<td>$A''$</td>
<td>1 $-1$</td>
<td>$y, xy, yz$</td>
</tr>
</tbody>
</table>

Table C.21: Character table for the $u$ point [$C_1^1$ ($P1$, #1)].

<table>
<thead>
<tr>
<th>SG</th>
<th>PG</th>
<th>$E$</th>
<th>Basis</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u$</td>
<td>A</td>
<td>1</td>
<td>any $f(x, y, z)$</td>
</tr>
</tbody>
</table>
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Appendix D

Raman scattering, representative Raman spectra and Raman experimental aspects

In this Appendix some basic aspects of Raman scattering are presented in its macroscopic (Section D.2) and microscopic (Section D.3) versions, explaining its mechanisms and the selection rules in each approach. Sections D.4, D.5 and D.6 explain the Raman modes observed in graphite, phosphorus allotropes and transition metal dichalcogenides, respectively, showing representative spectra of each material and focusing in the modes treated in Chapters 7, 8, 3 and 4. Section D.7 shows some specific experimental aspects of the Raman setup used in the work of Chapter 7, and the systems used in the other works shows small variations when compared to this one.

D.1 Introduction

The Raman effect is the inelastic scattering of monochromatic light by inhomogeneities inside a medium. The atomic vibrations are associated with density fluctuations in the medium and act as dynamic scatterers. The inelastically scattered light shows different frequency when compared with the incident light, and this frequency difference is associated with the vibrational modes in a medium. The experimental geometry and the symmetry of the medium are related, and its analysis gives information about the observed vibrational modes. These aspects will be discussed in the next sections. The discussion of inelastic light scattering by phonons will be based on both macroscopic and microscopic
perspectives. From the macroscopic point of view, the Raman scattering is described by
the scattering of the electric field and the symmetry properties of the medium. From this
approach, it is possible to obtain information about frequencies and selection rules re-
lating the measurement geometry and crystal lattice symmetry. When extra information
about mode intensities is needed, the microscopic approach is conveniently adopted.

D.2 Macroscopic theory of Raman scattering

The macroscopic approach of inelastic light scattering by phonons is based on the fact
that an incident electric field $\vec{E}$ will induce a dipole momentum in the medium. In an
infinite medium with electric susceptibility $\vec{\chi}$ (which is a tensor), the presence of a
electromagnetic field described as a sinusoidal plane wave of the form

$$\vec{E}(\vec{r}, t) = E_i(\vec{k}_i, \omega_i) \cos(\vec{k}_i \cdot \vec{r} - \omega_i t),$$

will induce a polarization $\vec{P}(\vec{r}, t)$ that can be described as:

$$\vec{P}(\vec{r}, t) = \vec{P}(\vec{k}_i, \omega_i) \cos(\vec{k}_i \cdot \vec{r} - \omega_i t).$$

The frequency $\omega_i$ and wavevector $\vec{k}_i$ are the same as those of the incident field, and the
amplitude is given by:

$$\vec{P}(\vec{k}_i, \omega_i) = \vec{\chi}(\vec{k}_i, \omega_i) E_i(\vec{k}_i, \omega_i).$$

The atomic displacements $\vec{Q}(\vec{r}, t)$ associated with the normal modes of atomic vibrations
(phonons) in a crystalline lattice can be described as plane waves:

$$\vec{Q}(\vec{r}, t) = \vec{Q}(\vec{q}, \omega_0) \cos(\vec{q} \cdot \vec{r} - \omega_0 t),$$

in which $\vec{q}$ is the wavevector and $\omega_0$ is the frequency. $\vec{Q}(\vec{r}, t)$ changes with time, so it
induces modifications in $\vec{\chi}$. The dependence of $\vec{\chi}$ on the atomic vibrations can be de-
scribed considering that the amplitudes of the atomic vibrations at room temperature are
small compared to the lattice constant. Within this approximation, \( \chi \) can be expanded as a function of the coordinate amplitude \( \vec{Q}(\vec{q}, \omega_0) \) in a Taylor series [207]:

\[
\chi(\vec{k}_i, \omega_i, \vec{Q}) = \chi_0(\vec{k}_i, \omega_i) + \left[ \frac{\partial \chi}{\partial Q(\vec{q}, \omega_0)} \right]_0 \vec{Q}(\vec{r}, t) + \ldots, \tag{D.5}
\]

where \( \chi_0(\vec{k}_i, \omega_i) \) is the electric susceptibility of the medium in the absence of fluctuations.

The second term in Eq. (D.5) represents the effect of the lattice wave \( \vec{Q}(\vec{r}, t) \), inducing an oscillating susceptibility. To first order, the polarization given in Eq. (D.2) [with the substitution of Eq. (D.3) and Eq. (D.5)] can be expressed as

\[
\vec{P}(\vec{r}, t, \vec{Q}) = \left\{ \chi_0(\vec{k}_i, \omega_i) + \left[ \frac{\partial \chi}{\partial Q(\vec{q}, \omega_0)} \right]_0 \vec{Q}(\vec{r}, t) \right\} \vec{E}_i(\vec{k}_i, \omega_i) \cos(\vec{k}_i \cdot \vec{r} - \omega_i t) \tag{D.6}
\]

or

\[
\vec{P}(\vec{r}, t, \vec{Q}) = \vec{P}_{\text{rayleigh}}(\vec{r}, t) + \vec{P}_{\text{raman}}(\vec{r}, t, \vec{Q}), \tag{D.7}
\]

in which

\[
\vec{P}_{\text{rayleigh}}(\vec{r}, t) = \chi_0(\vec{k}_i, \omega_i) \vec{E}_i(\vec{k}_i, \omega_i) \cos(\vec{k}_i \cdot \vec{r} - \omega_i t) \tag{D.8}
\]

and

\[
\vec{P}_{\text{raman}}(\vec{r}, t, \vec{Q}) = \left[ \frac{\partial \chi}{\partial Q(\vec{q}, \omega_0)} \right]_0 \vec{Q}(\vec{r}, t) \vec{E}_i(\vec{k}_i, \omega_i) \cos(\vec{k}_i \cdot \vec{r} - \omega_i t). \tag{D.9}
\]

The vector \( \vec{P}_{\text{rayleigh}}(\vec{r}, t) \) is the polarization part that vibrates with the same frequency as the incident radiation (producing the Rayleigh scattered light), and \( \vec{P}_{\text{raman}}(\vec{r}, t, \vec{Q}) \) is the modified polarization component, induced by the lattice atomic vibration (Raman scattered light). A typical spectra showing the radiation components produced by both polarization components is illustrated in Fig. D.1.

To find the frequency and wavevector of \( \vec{P}_{\text{raman}}(\vec{r}, t, \vec{Q}) \), it is necessary to insert Eq. (D.4) into Eq. (D.9), and using the trigonometrical relation of cosines \( 2 \cos(a) \cos(b) = \)
\[
\cos(a + b) + \cos(a - b),
\]
we find [207]:

\[
\vec{P}_{\text{raman}}(\vec{r}, t, \vec{Q}) = \frac{1}{2} \left[ \frac{\partial \vec{\chi}}{\partial \vec{Q}(\vec{q}, \omega_0)} \right]_0 \vec{Q}(\vec{q}, \omega_0) \vec{E}_i(\vec{k}_i, \omega_i) \\
\times \{ \cos[(\vec{k}_i + \vec{q}) \cdot \vec{r} - (\omega_i + \omega_0)t] \\
+ \cos[(\vec{k}_i - \vec{q}) \cdot \vec{r} - (\omega_i - \omega_0)t] \}. 
\]

It is possible to identify two sinusoidal components in the \(\vec{P}_{\text{raman}}(\vec{r}, t, \vec{Q})\) polarization. The *Stokes* shifted component have wavevector \(\vec{k}_S = (\vec{k}_i - \vec{q})\) and frequency \(\omega_S = (\omega_i - \omega_0)\), and produces the radiation known as *Stokes scattered* light (see Fig. D.1). The other component, the *anti-Stokes* shifted wave, presents a wavevector \(\vec{k}_{AS} = (\vec{k}_i + \vec{q})\) and frequency \(\omega_{AS} = (\omega_i + \omega_0)\), and produces the *anti-Stokes scattered* light. Since the phonon frequency \(\omega_0\) is the difference between the incident photon frequency \(\omega_i\) and the scattered photon frequency \(\omega_s\), this value is called the *Raman frequency* or the *Raman shift* (or specifically as the *Stokes* and *anti-Stokes* shifts).

![Figure D.1: Schema illustrating a typical Raman spectra, with the Rayleigh line (0 cm\(^{-1}\)) and the Raman Stokes (positive frequency) and anti-Stokes (negative frequency) peaks [107].](image)

The induced polarization of Eq. (D.12) produces radiation in which it is possible to note the conservation of both frequency and wavevector. As a consequence of wavevector conservation, the phonon wavevector \(\vec{q}\) studied by one-phonon Raman scattering must be smaller than twice the photon wavevector. If the radiation from lasers in the visible range are used in Raman scattering experiments, \(\vec{q}\) is of the order of \(10^6\) cm\(^{-1}\), which is very
small compared to the typical size of the Brillouin zone in semiconductors (100x this value [207]). From this analysis it is concluded that only zone-center phonons are probed in one-phonon Raman scattering (in this situation, $\vec{q}$ is usually assumed to be zero).

It is possible to extend Eq. (D.5) to second order (or even higher orders in phonon displacements). The induced polarization generated by this second-order term generates the two-phonon Raman scattering and have frequencies shifted from the incident radiation by the amount $\pm \omega_a \pm \omega_b$ ($\omega_a$ and $\omega_b$ are the frequencies of the two phonons involved). The peaks observed at Raman frequencies $\omega_a + \omega_b$ are the combination modes, while when observed at $\omega_a - \omega_b$ are referred to as difference modes. The two-phonon Raman peak occurring in the situation in which the two phonons are identical ($\omega_a = \omega_b$) and the frequencies are summed ($\omega_a + \omega_a$) is called an overtone. Wavevector conservation now is expressed when $\vec{q}_a \pm \vec{q}_b \approx 0$ is satisfied, in which $\vec{q}_a$ and $\vec{q}_b$ are the two different wavevectors. If an overtone occurs, the conservation condition implies that $\vec{q}_a = -\vec{q}_b$, i.e., the phonon wavevectors can be different from zero, but equal and opposite. If a defect with wavevector $\vec{d}$ is present, the Raman selection rule is now given by $\vec{q}_a \pm \vec{d} \approx 0$. The two-phonon and defect-induced Raman scattering are important for carbon materials and will be treated with more detail in the next sections.

One method to obtain the intensity of the scattered radiation is to calculate the time-averaged power radiated by the induced polarizations $\vec{P}_{\text{raman}}$ into unit solid angle [207]. The polarizations induced for Stokes and anti-Stokes are analogues, differing only in frequencies and wavevectors, so we will here treat only the Stokes scattering case. The intensity is dependent of the polarization of the scattered radiation ($\hat{e}_S$), and this dependence can be expressed as:

$$I_S \propto \left| \hat{e}_S \cdot \vec{P}_{\text{raman}}(\vec{r}, t, \vec{Q}) \right|^2. \quad (D.13)$$

If the polarization of the incident radiation is included as $\hat{e}_I$ and after some mathematical manipulations [207], the $I_S$ is found to be proportional to:

$$I_S \propto \left| \hat{e}_S \cdot \left[ \partial \chi / \partial \mathcal{Q}(\vec{q}, \omega_0) \right]_0 \vec{Q}(\vec{r}, t) \vec{E}_i(\vec{k}_i, \omega_i) \right|^2,$$
\[ \propto \hat{e}_S \cdot \left[ \frac{\partial \chi}{\partial Q(\vec{q},\omega_0)} \right]_0 \bar{Q}(\vec{r}, t) \hat{e}_I \]  
\[ \propto \hat{e}_S \cdot \vec{\alpha}_R^{\hat{e}_I} \]  
\text{(D.14)}

in which \( \vec{\alpha}_R^{\hat{e}_I} \) is the Raman tensor given by \( \left[ \frac{\partial \chi}{\partial Q(\vec{q},\omega_0)} \right]_0 \bar{Q}(\vec{r}, t) \). The \( \vec{\alpha}_R^{\hat{e}_I} \) is a second order tensor (or rank 2), being expressed by matrices. For a one-phonon Stokes process, the minimum condition to detect the scattering is that at least one of the \( \vec{\alpha}_R^{\hat{e}_I} \) components must be different of zero. Analyzing Eq. (D.14) it is worth noting that, depending on the configuration of the incident and scattered radiation polarizations, the Raman intensity can be null, introducing new selection rules. Measurements of the Raman intensity with the variation of the incident and scattered radiation polarizations give information about the elements of \( \vec{\alpha}_R^{\hat{e}_I} \), and the symmetry of the vibrational modes can be studied. The Raman tensors for the normal modes of each one of the 32 crystallographic point groups are known and can be found in the related literature [141].

### D.3 Microscopic theory of Raman scattering

In the microscopic description of the inelastic scattering of light by phonons, it is necessary to describe the state of the systems involved (incident and scattered photons, electrons and phonons) and the interactions acting in the course of time. For this purpose, lets analyze the case of a first-order Stokes Raman scattering process (in which only one phonon participate) making use of the Feynman diagram\(^1\) given in Fig. D.2 [207]. The three vertices represent the interactions among the systems. The first interaction (first vertex) changes the initial state \( |i\rangle \) to an excited state \( |n\rangle \), in this case due to the electron-radiation interaction \( (H_{eR}) \). Here there is an absorption of a photon with energy \( \hbar \omega_i \). The second vertex changes the state \( |n\rangle \) to a state \( |n'\rangle \) due to an electro-phonon interaction \( (H_{el-ph}) \), and there is a emission of a phonon with energy \( \hbar \omega_{ph} \). The last vertex illustrates the recombination of the electron-hole pairs, changing the system to its final state \( |f\rangle \), in which a photon is emitted with \( \hbar \omega_S \). These four states can be defined as:

\(^1\)The scattering probability can be found alternatively by using third-order perturbation theory [111], which can be obtained by an iteration procedure of the second-order process explained in Ref. [208].
Figure D.2: Feynman diagram for one of the scattering processes that contributes to the one-phonon (Stokes) Raman scattering process. The vertices (represented by circles and squares) are the interaction Hamiltonians [207].

\[
|i\rangle = |n_i, 0, n, \psi_0\rangle, \\
|n\rangle = |n_i - 1, 0, n, \psi_n\rangle, \\
|n'\rangle = |n_i - 1, 0, n - 1, \psi_{n'}\rangle, \\
|f\rangle = |n_i - 1, 1, n - 1, \psi_0\rangle,
\]

where the four terms in each state describe the number of incident photons, number of scattered photons, number of phonons and the electronic state, respectively. The energies for each one of these states are given by:

\[
E_i = n_i \hbar \omega_i + n \hbar \omega_0 + E^v, \\
E_n = (n_i - 1) \hbar \omega_i + n \hbar \omega_0 + E^c_n, \\
E_{n'} = (n_i - 1) \hbar \omega_i + (n - 1) \hbar \omega_0 + E^c_{n'}, \\
E_f = (n_i - 1) \hbar \omega_i + \hbar \omega_S + (n - 1) \hbar \omega_0 + E^v,
\]

where \(E^v\) and \(E^c\) are the energies of the valence and conduction bands, for example.

The probability for scattering a system from the initial state \(|i\rangle\) to the final \(|f\rangle\) state can be derived by translating all the possible Feynman diagrams into the terms in the perturbation theory. For the case illustrated in Fig. D.2, the first vertex contributes with a first order perturbation term of the form:
\[
\sum_n \frac{\langle n| H_{eR}(\omega_i)|i\rangle}{\hbar \omega_i - (E_n^e - E^v)} \quad \text{(D.23)}
\]

where the summation is over all intermediate states \(|n\rangle\). The second vertex of Fig. D.2 is expressed as the multiplication of Eq. (D.23) by a similar term and we have:

\[
\sum_{n,n'} \frac{\langle n'| H_{el-ph}(\omega_0)|n\rangle \langle n| H_{eR}(\omega_i)|i\rangle}{\hbar \omega_i - (E_n^e - E^v)[\hbar \omega_i - (E_n^e - E^v) - \hbar \omega_0 - (E_{n'}^e - E_n^e)]}, \quad \text{(D.24)}
\]

and a denominator simplification gives:

\[
\sum_{n,n'} \frac{\langle n'| H_{el-ph}(\omega_0)|n\rangle \langle n| H_{eR}(\omega_i)|i\rangle}{\hbar \omega_i - (E_n^e - E^v)[\hbar \omega_i - (E_n^e - E^v) - \hbar \omega_0 - (E_{n'}^e - E_n^e)]}. \quad \text{(D.25)}
\]

In the final stage, the third vertex include another multiplication by a similar term, with denominator in the form:

\[
[\hbar \omega_i - (E_n^e - E^v) - \hbar \omega_0 - (E_{n'}^e - E_n^e) - \hbar \omega_S - (E^v - E_{n'}^v)] \quad \text{(D.26)}
\]

and since the initial and final electronic states are equal to \(E^v\), we simplify Eq. (D.26) to:

\[
[\hbar \omega_i - \hbar \omega_0 - \hbar \omega_S], \quad \text{(D.27)}
\]

and the multiplication by the third vertex gives:

\[
\sum_{n,n'} \frac{\langle f| H_{eR}(\omega_i)|n'\rangle \langle n'| H_{el-ph}(\omega_0)|n\rangle \langle n| H_{eR}(\omega_i)|i\rangle}{\hbar \omega_i - (E_n^e - E^v)[\hbar \omega_i - \hbar \omega_0 - (E_{n'}^e - E_n^e)][\hbar \omega_i - (E_{n'}^e - E_n^e) - \hbar \omega_S]} \quad \text{(D.28)}
\]

Equation D.27 expresses the energy conservation condition and it should vanish. So it must be replaced by the delta function \(\delta[\hbar \omega_i - \hbar \omega_0 - \hbar \omega_S]\), and the Raman scattering probability is rewritten as [207]:
\[ P_{\text{raman}} = \left( \frac{2\pi}{\hbar} \right) \sum_{n,n'} \frac{\langle f | H_{\text{eR}}(\omega_i) | n' \rangle \langle n' | H_{\text{el-ph}}(\omega_0) | n \rangle \langle n | H_{\text{eR}}(\omega_i) | i \rangle}{|\hbar \omega_i - (E_n^c - E_0^e)| |\hbar \omega_i - \hbar \omega_0 - (E_{n'}^c - E_0^e)|^2} \delta(\hbar \omega_i - \hbar \omega_0 - \hbar \omega_S). \] (D.29)

The Eq. (D.29) is not the complete scattering probability of the Raman process, because other five Feynman diagrams describe other possible processes generated by the permutation of time order for each interaction illustrated in Fig. D.2. The complete treatment can be found in Ref. [207].

Group theory analysis can be used to predict whether or not the Raman scattering processes have a probability different from zero, thereby determining selection rules. The symmetry properties of the matrix elements are taken in account for this purpose, so the first step to obtain the selection rules is to determine the symmetry of these matrix elements. For the first matrix element \( \langle n | H_{\text{eR}}(\omega_i) | i \rangle \) to be different from zero, the irreducible representation of the intermediate state \( | n \rangle \) must be contained in the direct product of the irreducible representation associated with the initial state, \( \Gamma_i \), and the irreducible representation associated with the Hamiltonian of the electron-radiation interaction \( (H_{\text{eR}}(\omega_i)) \), given by \( \Gamma_{eR} \):

\[ \Gamma_n \supset \Gamma_{eR} \otimes \Gamma_i. \] (D.30)

Equation D.30 states that from all the intermediate states \( n \) summed in Eq. (D.29), only the terms in which \( \Gamma_n \) is contained in \( \Gamma_{eR}^I \otimes \Gamma_i \) are different from zero. For a second intermediate state \( | n' \rangle \), analogously, we have:

\[ \Gamma_{n'} \supset \Gamma_{\text{el-ph}} \otimes \Gamma_n \supset \Gamma_{eR} \otimes \Gamma_{eR}^I \otimes \Gamma_i, \] (D.31)

and for the final state \( | f \rangle \),

\[ \Gamma_f \supset \Gamma_{eR}^S \otimes \Gamma_{n'} \supset \Gamma_{eR}^S \otimes \Gamma_{\text{el-ph}} \otimes \Gamma_{eR}^I \otimes \Gamma_i. \] (D.32)

The initial and final states are usually different (as can be seen in Eqs. D.15 and D.18), but the energy conservation condition requires that the final and initial electronic states
An implication of Eq. (D.33) is that, to observe a Raman-active mode, the totally symmetric representation $\Gamma_1$ must be contained in the direct product of the irreducible representations that transforms like the interaction Hamiltonians:

$$\Gamma_{\psi_0} \supset \Gamma_{eR}^S \otimes \Gamma_{ne} \supset \Gamma_{eR}^S \otimes \Gamma_{el-ph} \otimes \Gamma_{eR} \otimes \Gamma_{\psi_0}. \quad (D.33)$$

In the case of the material-radiation interaction Hamiltonians $\Gamma_{eR}^I$ and $\Gamma_{eR}^S$, they transform like the coordinate along the direction of the incident and the scattered light polarizations, respectively. In other words, we have $\Gamma_{eR}^I = \Gamma_m$ and $\Gamma_{eR}^S = \Gamma_n$, and the superscripts $m$ and $n$ represent the coordinates $x, y, z$. From Eq. (D.34), we have:

$$\Gamma_{el-ph} \otimes \Gamma_{eR}^S \subset \Gamma_1, \quad (D.34)$$

and the implication is that the irreducible representations of the Raman-active phonons must transform as quadratic basis functions and their combinations, or $\Gamma_{el-ph} = \Gamma_m^\cdot n$.

If a two-phonon Raman scattering occurs the selection rule is similar to the one observed for the one-phonon process. With the extra phonon, Eq. (D.34) receives an extra irreducible representation associated with the new electron-phonon interaction (to be added to Eq. (D.29), connecting the intermediate states $|n'\rangle$ and the new states $|n''\rangle$).

## D.4 Raman spectroscopy in carbon materials

This section is devoted to give extra information about the origin of the Raman peaks observed in the spectra of the graphitic materials explored in Chapters 7 and 8. A complete review about several aspects of these spectra can be found in the related literature [75, 107, 111, 177, 196, 209], and the main aspects are highlighted here.
The main signature of the first-order (one-phonon) Raman spectra of graphitic materials is the so-called “G” band (“G” comes from graphite) appearing at $\approx 1582 \text{ cm}^{-1}$ [210] (see Fig. D.3). This process is described in the beginning of Section D.3 and is illustrated in Fig. D.4 (a). The G band is attributed to the in-plane tangential stretching mode of $\text{sp}^2$ C–C bonds [75]. This mode is the $\Gamma^+_6(E_{2g})$ doubly degenerate zone center mode discussed in Chapter 2. Moreover, the “D”, “D’” and “G’” (not shown here) bands are observed, but these three modes are not first-order modes.

The D band at $\approx 1355 \text{ cm}^{-1}$ (for an excitation laser energy $E_l = 2.41 \text{ eV}$ [75]) is activated by the presence of structural disorder (the “D” label comes from defect) or finite size effects. This band comes from a second-order scattering process involving a phonon and a defect. The G’ band ($\approx 2700 \text{ cm}^{-1}$ [196]) is a second-order mode as well, but involving two phonons with $q \neq 0$, near the $K$ point of the Brillouin zone. The frequency of the G’ band is approximately the double of the D band frequency, and sometimes it is called the “2D” band. Since the G’ does not depends on the presence of defects, it is symmetry-allowed and is observed even for pristine graphite samples.

![Figure D.3: Unpolarized Raman spectra of a nanographite sample heat treated at 2200°C ($L_a = 58 \text{ nm}$), acquired with a 532 nm (2.33 eV). The main features are the G band at $\approx 1582 \text{ cm}^{-1}$, the D band $\approx 1582 \text{ cm}^{-1}$ and D’ band $\approx 1582 \text{ cm}^{-1}$.](image)

The D, G’ and D’ bands are explained by making use of the double-resonance (DR) process [196, 199] (see Fig. D.4). The DR process for the D band is illustrated in Fig. D.4 (b). Following this illustration, we have the electron with a wave-vector $\vec{k}$ around the $K$ point interacting with the incident photon with energy $E_{\text{laser}}$, and an electron-hole pair is created. The electron goes through an elastic scattering provided by the defect of
wave-vector $\vec{q}$ and energy $E_{\text{defect}}$, and goes to a point that pertains to the circle around the $K'$ point and with wave-vector $\vec{k} + \vec{q}$. The electron is scattered by the phonon in an inelastic process, returning to a $\vec{k}$ state. The electron recombines with the hole in this $\vec{k}$ state, emitting a photon. It is possible to absorb a photon as well. In this process, the extra scattering by the defect is included in the scattering probability expression given in Eq. (D.29) (which is now obtained by fourth order perturbation theory) as a fourth matrix element containing the electron-defect interaction Hamiltonian, and a third matrix element in the denominator. By adjusting the laser energy, two of the three elements of the denominator can reach small values, and the intensity of the scattering increases significantly. This is the reason why this process is called double-resonance.

For the $G'$ process [see Fig. D.4 (c)], both scattering processes are inelastic. The DR processes for the D and $G'$ bands are called “intervalley” because they connect states in circles around the two inequivalent $K$ and $K'$ points of the Brillouin zone. The $D'$ band ($\approx 1620 \text{ cm}^{-1}$) is another defect-related mode, and its DR process is an intra-valley process because it connects points pertaining to the same circle around the $K$ point (or the $K'$ point) of the Brillouin zone [see Fig. D.4 (d)]. The scattering of holes is another possible Raman process, as illustrated in Fig. D.4 (e) and is explained in Ref. [111, 196].

Figure D.4: Raman scattering processes for the G, D, $D'$ and $G'$ graphite modes. (a) One-phonon scattering giving rise to the G band. (b), (c) and (d): scattering processes for the D, $G'$ and $D'$ bands, respectively, showing the scattering by phonons and defects. (e) Possible triple-resonance scattering of holes. Figure extracted from [112].
D.5 Raman spectra of $A_{17}$ and $A_{7}$ phosphorus phases

The first order Raman spectra of the bulk black phosphorus $A_{17}$ phase show peaks at 365 ($A_{1g}^1$), 470 ($A_{2g}^2$), 197 ($B_{1g}$), 442 ($B_{2g}$), 233 ($B_{3g}^1$), 440 ($B_{3g}^2$) cm$^{-1}$ [122$^2$] (see Fig. D.5). The $A_{7}$ phosphorus phase can be obtained from the $A_{17}$ phase with applied pressures greater than 52 kbar [212], and its polarized Raman scattering study revealed peaks at 466 ($A_{1g}$) and 392 ($E_g$) cm$^{-1}$.

Figure D.5: Polarized Raman spectra of $A_{17}$ black phosphorus phase [122].

For few-layer black phosphorus samples, obtained by the mechanical exfoliation of the $A_{17}$ phosphorus phase, the modes allowed under the back and forward Raman configurations are the $A_{1g}^1$, $A_{2g}$ ($xx$ and $yy$ configurations) and $B_{1g}$ ($xy$) irrespectively to the number of layers. These modes are shown in Fig. D.6 (a). The main trend observed for the $A_{1g}^1$

$^2$The irreducible representations are defined according to the convention for which the vector $\vec{a}$ is in the $\hat{x}$ direction, $\vec{b}$ is in $\hat{y}$ and $\vec{c}$ is in $\hat{z}$ ($a = 3.314$, $b = 10.478$ and $c = 4.376$ Å [211]). For the symmetry considerations in Chapter 3, it was necessary to maintain the same axes orientation for different structures, as illustrated in Chapter 3. Non-standard settings are used according to Ref. [113], and the character tables are given in the Appendix B
and $B_{2g}$ modes is a considerable broadening for $N \leq 5$, and down to the bilayer widths is increased by 1.5 cm$^{-1}$ with respect to the bulk. On the other hand, the $A_{2g}^2$ mode shows a different behavior when considering its frequency and full-width at half-maximum intensity (FWHM). The FWHM for the $A_{2g}^2$ mode increases from the bulk (3.3 cm$^{-1}$) to the bilayer (6.8 cm$^{-1}$), and drops to 5.3 cm$^{-1}$ for the monolayer [see Fig. D.6 (b)]. The $A_{2g}^2$ mode frequency shifts to higher frequencies reaching a maximum displacement of 2.6 cm$^{-1}$ in the bilayer, and the monolayer red shifts in such a way that its frequency is 2 cm$^{-1}$ above that observed for the bulk [see Fig. D.6 (c)]. The non-monotonic behavior of this mode is interpreted by Ref. [58] as providing evidence for the existence of more than one Raman-allowed peak for $N \geq 2$, and this hypothesis was confirmed by low temperature Raman measurements, as shown in the inset of Fig. D.6 (a). As the number of layers $N$ increases, the number of atoms in the unit cell increases as well, and as discussed in Chapters 3 and 4, new allowed Raman modes can appear. For the increasing number of layers, the $A_{2g}^2$ mode is expected to be composed of an increasing number of modes. The polarization-dependent Raman measurement for the three modes reflects the expected behavior, as shown in Fig. D.6 (d) for a sample with three layers.
Figure D.6: Raman spectra of few-layer black phosphorus samples. (a) Raman spectra acquired at $\lambda = 532$ nm on layers with different thicknesses, on top of a 300 nm $SiO_2/Si$ substrate. The spectra are normalized to the $A_{2g}$ intensity, and the multiplication factors are only for the Si peak region near 520 cm$^{-1}$. The inset shows a comparison of the $A_{2g}$ mode at 469 cm$^{-1}$ of the bilayer spectra, acquired at 300 K and 77 K, revealing a double peak structure. (b) Evolution of the full width at half maximum (FWHM) and (c) peak frequency for the $A_{2g}$ mode as a function of the optical contrast and thickness (obtained by Atomic Force Microscopy). The open blue circle and the red circle indicate the monolayer and bulk samples, respectively. Polarization-dependent integrated Raman intensities for the $A_{1g}$, $A_{2g}$ and $B_{2g}$ modes from a trilayer sample. In this reference, the axes convention of Ref. [122] (for bulk black phosphorus) is adopted. Adapted from Ref. [58].

D.6 First-order Raman spectra in Transition Metal Dichalcogenides (TMDCs)

The Raman spectra of TMDCs show different trends related to the vibrational modes depending on the polytype, layer number and measurement polarization configurations.
(see more details in Chapter 4). The first-order Raman spectra of MoS$_2$ and WSe$_2$ will be discussed in this section and are used as a tool to understand the group theory developed in Chapter 4. Similar trends for the Raman modes were observed in other TMDCs, like MoSe$_2$ [69], MoTe$_2$ [129], WS$_2$ [68, 213, 214].

The mode frequencies for bulk MoS$_2$ are $E_{1g} \sim 287$ cm$^{-1}$ [215], $E_{2g}^2 \sim 33$ cm$^{-1}$, $E_{2g}^1 \sim 381$ cm$^{-1}$ and $A_{1g}^2 \sim 408$ cm$^{-1}$ [127]. The $E_{1g}$ mode is forbidden in the Raman backscattering configuration (see Chapter 4), while the low frequency $E_{2g}^2$ mode is too close to the Rayleigh line, being impossible to be measured in some Raman setups. As mentioned previously and as developed in Chapter 4, the few-layer MoS$_2$ samples are expected to show variations in symmetry and, as a consequence, in their vibrational modes. The modes for this material are those of the $D_{3h}^1$ ($N$-odd layers) and $D_{3d}^2$ ($N$-even layers) symmetries, as can be seen in Fig. D.7. Figure D.8 [127] shows the representative spectra for MoS$_2$ and WSe$_2$ for the bulk and few-layer cases of the $2H$ polytype, acquired in a backscattering configuration. The frequency difference between the $A_{1g}^2$ and $E_{2g}^3$ modes (using the nomenclature of the bulk modes) is used as a measure of the number of layers in the MoS$_2$ samples [164]. For few-layer samples, new low-frequency breathing ($B_1$) and shear ($S_1$) modes are observed, as expected by the breaking of symmetry when the sample is exfoliated from the bulk material. Both the $A_{1g}^2$ and $E_{2g}^3$ modes are expected to stiffen when additional layers are piled up to build the bulk, because the increasing Wan der Waals interactions increases the restoring forces acting on the atoms. However, the $E_{2g}^3$ mode blue shifts while the $A_{1g}^2$ mode red shifts as the thickness of the MoS$_2$ film decreases. This $E_{2g}^3$ mode trend in few layer is explained by surface effects, since the Mo-S force constants are significantly larger at the surface layers [170].

The main first-order features of the Raman spectrum of WSe$_2$ bulk samples ($2H$ polytype) are the Raman-active modes $E_{1g}$, $E_{2g}^1$, $E_{2g}^2$ and $A_{1g}$ [128, 216] (see Chapter 4), with frequencies at 178, 250, 25, and 253 cm$^{-1}$, respectively [217] (values obtained for low-temperature measurements). In few-layer WSe$_2$, the main features observed in Fig. D.9 [128] are the peaks at $\approx 250$ cm$^{-1}$, $\approx 260$ cm$^{-1}$ and $\approx 310$ cm$^{-1}$. The $E_{2g}^1$ and $A_{1g}$ modes were previously attributed to the modes observed at 250 cm$^{-1}$ and 260 cm$^{-1}$, respectively [126, 144, 146], while in other references, the mode at 260 cm$^{-1}$ was proposed as a second-order Raman peak [69, 143, 218]. Polarization and excitation laser-dependent Raman measurements were performed [128, 214] to resolve the peak at 250 cm$^{-1}$ in both the $E_{2g}^1$ and $A_{1g}$ contributions. The peak at $\approx 310$ cm$^{-1}$ is not Raman-active for 1 TL but it
Figure D.7: Phonon eigenvectors for $2Hc$ transition metal dichalcogenides 1TL, 2TL and bulk samples. The transition metal atoms (M) and chalcogen atoms (X) are represented by yellow and green dots, respectively. (a) The polytype structure of the $2Hc$ polytype (see Chapter 4). (b) Phonon eigenvectors for 1TL, 2TL and bulk $MX_2$ samples at the $\Gamma$ point of the Brillouin zone. Bilayer and bulk $MX_2$ have modes with the same atomic displacements, but the irreducible representations and optical activities are different. “R”, “IR” and “Ina” indicate Raman active, infrared active and optically inactive modes [164]. (c) Two other Raman-active bulk modes not shown in (b) [128].

becomes active for $N > 1$. The activation of this mode in Raman scattering is due to the breakdown of the translational symmetry in the “c” axis (the axis perpendicular to the basal plane of the TLs), where the few layers with odd or even number of TLs belong to different space groups ($D_{3h}^{1}$ for odd, and $D_{3d}^{3}$ for even numbers of TLs). Therefore new Raman-active modes appear at similar frequencies ($A_1'$ for odd and $A_{1g}$ for even numbers of TLs) [128], and this fact explains the observation of these modes in the spectra of 2 TL and 3 TL samples.
Figure D.8: Backscattering polarization-dependent Raman spectra of MoS$_2$ and WSe$_2$ bulk and few-layer samples [127]. (a) Crystal structure of the 2$Hc$-polytype. (b) Optical image of the few-layer samples on top of a 90 nm SiO$_2$/Si substrate. (c) Raman spectra of the low and high frequency regions of MoS$_2$ and WSe$_2$, for incident and scattered polarizations in the $x$ direction. The $S1$ and $B1$ peaks are modes related to the breaking of translational symmetry in the $c$ axis, giving rise to new peaks for $N$-layer samples, as mentioned in Chapter 4. (d) Raman spectra for the same region as (b), but now the incident polarization is in the $x$ direction and the scattered polarization is in the $y$ direction [127].
Figure D.9: Backscattering polarization-dependent Raman spectra for WSe$_2$ bulk and few-layer samples [128]. (a) Raman spectra of the $E_{2g}^1$ and $A_{1g}$ region, acquired with incident and scattered polarizations in the $x$ direction. (b) Raman spectra of the $\approx 310$ cm$^{-1}$ region with both the incident and scattered polarizations in the $x$ direction. (c) Raman spectra of the same region as (a), but with incident polarization in the $x$ direction and the scattered polarization in the $y$ direction. (d) Raman spectra of the $E_{2g}^1$, $A_{1g}$ and $\approx 310$ cm$^{-1}$ region (the $\approx 310$ cm$^{-1}$ is indicated here as the bulk inactive $B_{2g}^1$ mode), in suspended samples, with incident and scattered light polarization in the $x$ direction. The suspended sample measurement shows that the $\approx 310$ cm$^{-1}$ peak is not related to substrate effects [128].
D.7 Some experimental aspects of Raman spectroscopy

The experimental Raman scattering aspects concerning this thesis will be treated in this section. The different works developed in the various chapters made use of different experimental systems due to the specific needs (like in the case of low-temperature and multiple laser lines measurements, for example). For a more systematic organization, lets focus initially on the specificities of the Raman scattering system found at the Laboratório de Nanoespectroscopia at the physics department at the Universidade Federal de Minas Gerais. This system is illustrated in Fig. D.10. The system used in other specific works are discussed in each section and are cited in the respective chapters of this thesis.

![Figure D.10: Basic setup of the confocal Raman microscope. L1, L2, L3, and L4 represent lenses, M1 is a mirror, BS is a beam-splitter, M2 is a movable mirror that can direct the light to the APD or to the spectrometer, and O is the microscope lens.](image)

In the general aspects, the principal equipment involved in the measurement of a Raman spectrum includes the following: a laser light source, the sample mounting environment, the spectrometer and the necessary lenses, mirrors and etc., and the detector for the scattered light. Each one of these elements is explained in the next sections. In addition, one usually needs to use specific filters to block the laser line frequency (excluding the Rayleigh radiation) or to select the desired frequency ranges.
D.7.1 Laser light source

The phonons in the sample are excited with the use of lasers. In the works developed in this thesis, the following laser sources were used:

- **HRP120 from Thorlabs**: This is a 632.8 nm (~1.96 eV) He–Ne laser used in the work of *Terras Pretas de Índios* (TPIs) presented in Chapter 7;

- **Innova 70C Laser from Coherent**: This is an Argon-Krypton laser used in the following works: WSe$_2$ (Chapter 5), NbSe$_2$ (Chapter 6), TPIs (see Chapter 7) and nanographenes (see Chapter 8). The following emission lines were used: 647 nm (1.92 eV), 633 nm (1.96 eV), 532 nm (2.33 eV), 514 nm (2.41 eV), 488 nm (2.54 eV), 457 nm (2.71 eV);

- **IK Dual Wavelength He–Cd Laser from Kimmon**: This He–Cd laser was used for laser line dependent measurements in the work of TPIs (see Chapter 7), for the following emission lines: 442 nm (2.81 eV) and 325 nm (3.82 eV)

D.7.2 Sample mounting environment

The sample mounting environment was different for each specific work. The nanographene samples were mounted on top of a glass plate and a Leica microscope was used to focus the incident light and collect the backscattered radiation. In the TPI work, the samples were dissolved in deionized water, placed on top of a cover slip and dried under ambient conditions. In this case the incident and scattered light were focused and collected by a Nikon ECLIPSE-Ti-U inverted microscope. For the TPI Raman line dependent measurements, a Leica microscope was used and the samples were mounted on top of a glass plate. For the WSe$_2$ and NbSe$_2$ (Chapters 5 and 6), the samples were placed on top of a 300 nm SiO$_2$/Si substrate using scotch tape mechanical exfoliation [144] and a Leica optical microscope was used for the focusing and collection of the backscattered light. The low-temperature measurements for the WSe$_2$ and NbSe$_2$ samples were performed using a cryostat cooled with liquid Helium and a vacuum chamber. The chamber temperature reaches a minimum of 20 K and the vacuum chamber can reach values of the order of $10^{-6}$ Torr. Several objectives with different magnifications were used in each experiment, and this information can be found in the experimental section of each chapter.
D.7.3 Spectrometer

Different spectrometer equipments were used to collect and analyze the scattered radiation in its different frequency regions, extracting the information by making use of different optical gratings.

Figure D.11 shows the schematic of the spectrometer Andor™ Technology Shamrock sr-303i used in the setup illustrated in Fig. D.10. The Shamrock sr-303i is a 303 mm focal length spectrometer equipped with a triple grating turret (600, 1200 and 2400 lines/mm). The light enters the spectrometer and is reflected by the plane mirror (M1), being directed to the spherical mirror SM1. In this second reflection the light follows in the direction of the grating turret (Gt), in which it is dispersed into its different wavelength components. The grating turret position is controlled using the Andor™ Solis software and, by changing its position, the user is able to select the wavelength extension to be directed to the spherical mirror (SM2). In SM2 the light is reflected and focused on the spectrometer output, in which a Charge Coupled Device (CCD) is mounted (see next section). The triple grating turret can be removed and replaced for the other turret with different gratings, making this spectrometer a reasonably versatile instrument in terms of choosing different spectral resolutions.

![Figure D.11: Schematic of the spectrometer Andor™ Technology Shamrock sr-303i.](image)

The spectrometer used for measurements of the WSe$_2$, NbSe$_2$ and nanographenes samples was a Renishaw Invia instrument, and its operation is similar to that described for the system in Fig. D.11, but in this case the light is directed to the grating and, after dispersion, the selected wavelengths are focused on the CCD detector, without the use of spherical mirrors.
D.7.4 Detectors for the scattered light

Two different detectors are integrated in the system of Fig. D.10, the Charge Coupled Device (CCD) and the Avalanche Photodiode (APD). Let's describe here the basic functioning of each one of these equipments:

**CCD:** The CCD is a detector composed by several silicon photodiodes arranged in order to cover a large area. This area is divided into several pixels. The physical phenomena that describes the functioning of the CCD cameras is the photoelectric process, in which the incident photons of the scattered light are responsible for the ejection of electrons into the CCD pixels. This charge is contained within each pixel by a grid of electrodes with controlled voltages. The charge is integrated in each pixel and, in the end of the integration time, the charge is moved column by column, by means of voltage manipulation acting in the grid of electrodes. When the signal reaches the border of the chip, it is registered and transformed in a digital signal. This equipment is usually cooled to avoid charging by a thermionic effect. The CCD device used in the setup is shown in Fig. D.10 and is an Andor™ iDus DU401A-BR-DD instrument with an array of $1024 \times 128$ pixels and total area of $26.6 \times 3.3$ mm$^2$. The cooling is promoted by a thermoelectric device, reaching typical temperatures of $-75^\circ$ C.

**APD:** The APD is a detector in which a photocathode (in our case, a silicon photodiode) is used to detect the photons of the light scattered by the sample. When a photon reaches the photocathode, a photoelectron is emitted into the APD cavity by means of the photoelectric effect. Inside the APD cavity, the photoelectron reaches the dynodes (a series of metal electrodes, maintained at increasing potentials, from the photocathode until the anode). When the photoelectron has enough energy, its impact with the dynode will give rise to other electrons. In the next dynode the potential is higher, more electrons are released, and the original signal is amplified. After the last dynode, the photocurrent is captured in the anode and converted to an electric pulse. The APD device shown in Fig. D.10 is a PerkinElmer® SPCM-AQRH-14 instrument, which is a single photon detector working in the 400 to 1060 nm wavelength range.
Appendix E

Publications

This publication list includes works directly related to this thesis, and collaborations in related topics. The works were carried out during the three years and eight months of the PhD.
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