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ABSTRACT

In the present work, we theoretically address the possibility of using strongly coupled photonic crystal molecules to efficiently increase the mutual coupling rate between two quantum dots at large inter-dot distances. The photonic molecules we are interested in are composed of two coupled photonic crystal slab cavities, or photonic crystal dimers. We specifically consider coupled L3 cavities, i.e., three missing holes in a hexagonal lattice. We treat the light-matter coupling with a semiclassical formalism based on Green’s tensors and the classical electromagnetic fields are solved within a guided-mode expansion approach. We find that when the quantum dots are in resonance with either of the two lowest energy modes (bonding/antibonding) of the photonic dimer, and in the strong cavity-cavity coupling regime, the inter-dot radiative coupling strength is proportional to the quality factors of the dimer modes and it can be of the order of 1 meV, which is at least an order of magnitude larger than typical values achieved in one-dimensional systems. We also address the effects of structural disorder in the photonic crystal lattice on the mutual coupling between the two quantum dots, by assuming disorder parameters that are consistent with the current state-of-art fabrication technology. We find that the effective radiative coupling between the dots is robust against non-perfect quantum dot positioning and, to a smaller extent, to structural disorder in the photonic crystal. Using a fully quantum mechanical model, based on the master equation, we quantify the entanglement between the quantum dots by the Peres-Horodecki negativity criterion. We show that it is possible to achieve negativity values of the order of 0.1 (20% of the maximum value) in the steady state regime, for interdot distances which are larger than the characteristic wavelength of the system. We also find that this amount of entanglement remains of the same order of magnitude, as long as the distance between the dots is such that the normal mode splitting of the photonic dimer is much greater than the normal mode linewidth. Considering detuned quantum dots, we find that the entanglement is preserved as long as the dot-dot detuning is smaller than the exciton linewidth. Finally, we determine that the most appropriate configuration for long-range entanglement applications is the one for which the line connecting the centers of the L3 cavities is at an angle of 30 degrees with the horizontal axis. Based on this configuration, we propose a simple device for practical applications in the transient dynamics where the amount of entanglement can be of the order of 40% for state-of-art InGaAs quantum dots.
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INTRODUCTION

In 1987, Eli Yablonovitch proposed in a revolutionary work the possibility of inhibiting the spontaneous emission using a three-dimensional periodic dielectric semiconductor structure, by overlapping the electromagnetic band gap with the electron-hole recombination energy of the semiconductor [1]. In the same year, Sajeev John introduced the idea of strong Anderson localization of photons in disordered dielectric systems, by fluctuating a periodic dielectric function in a superlattice with a random dielectric contribution [2]. Due to these important works, nowadays 1987 is known as the birthday of photonic crystals, namely, periodic spatially-modulated dielectrics, with potential capabilities of controlling the flow of light. Photonic crystals, schematically represented in Fig. 1, can be periodic in one, two or three dimensions, allowing the engineering of the electromagnetic density of states throughout the dielectric structure [3]. In particular, two-dimensional photonic crystals embedded in planar semiconductor dielectric waveguides, i.e., two-dimensional photonic crystal slabs, have emerged as the best candidates for on-chip implementations due to the high-nanometric precision of lithography and etching processes achieved nowadays [4, 5]. On the other hand, semiconductor quantum dots have attracted considerable attention in the last two decades, because they are promising candidates to realize solid state quantum bits (qubits) to be employed in quantum information and communication technologies [6, 7]; their characteristic discrete spectra, long coherence times, and large oscillator strengths make them almost ideal artificial atoms that can be fixed in position and integrated into semiconductor structures [8, 9]. Interfacing photonic crystals with semiconductor quantum dots have allowed to study a vast variety of cavity quantum electrodynamics phenomena [10, 11, 12], quantum information technologies [13] and quantum photonic applications [14, 15]. Specifically, fully quantum mechanical effects as strong light-matter coupling [16, 17] and control of spontaneous emission [18, 19] have been successfully demonstrated in photonic crystal cavities due to their capabilities of confining the light with modal volumes next to the diffraction limit and very high quality factors [20].

The realization of two coherently interacting quantum dots and the possibility to externally control such interaction are crucial requirements to perform two-qubit operations, which are the building blocks of a quantum information protocol [22]. Nevertheless, the interaction strength between two quantum dots decays rapidly as a function
of the inter-dot distance \[23\], which makes entanglement challenging when their distances are larger than their characteristic emission wavelength. Thus, there is a growing theoretical and experimental interest to mediate the dot-dot coupling via electromagnetic modes in a semiconductor photonic crystal structure \[24, 25, 26\], enabling controlled gate operations with such interacting qubits through a \textit{photonic quantum bus}, namely, a photonic degree of freedom which interacts with the localized qubits. Due to the exceptional capabilities to efficiently guide and confine the electromagnetic radiation, and the high degree of precision in fabrication techniques currently achieved, photonic crystal slab structures should allow to overcome the short-range Förster coupling between interacting quantum dots, thus achieving sizable effective radiative coupling at distances quite larger than their emission wavelength. Proposals for increasing the mutual interaction distance between two quantum dots in a photonic crystal platform mainly considered using a waveguide as a bus for photon propagation \[26, 27, 28\]. The role of structural disorder on light localization was also addressed \[29\]. Alternatively, preliminary studies considered the mutual coupling between two quantum dots positioned at the field antinodes within the same photonic crystal cavity \[26, 30\], for which early experimental evidence was shown \[24, 31\]. The possibility of mediating the inter-dot coupling through the normal modes of a photonic molecule has been considered for coupled micro disks \[32\], where the distance is limited by evanescent intercavity coupling in free space.

In the present thesis we theoretically address the possibility of using strongly coupled photonic crystal molecules, i.e., two or more strongly coupled photonic crystal cavities, to efficiently increase the mutual quantum dot coupling rate even at large distances, which was overlooked in the literature up to our first publication, Ref. \[33\]. The key parameters leading to a sizable radiative coupling between quantum dots in resonance with a given photonic mode are either

![Figure 1: Schematic illustration of one, two and three dimensional periodicity in photonic crystals. Figure taken from Ref. [21].](image)
Figure 2: Schematic representation of the system investigated in this work: two strongly coupled photonic crystal (PC) nanocavities, each containing a single quantum dot (QD). The distance between the nanocavities, $d_c$, can be larger than the characteristic exciton emission wavelength in vacuum, $\lambda_0$.

the coupling strengths between each dot and the field, or the total (intrinsic and extrinsic) photonic mode and exciton loss rates. The former quantity increases as the modal volume decreases, for two quantum dots that are spatially positioned at an electric field antinode of the corresponding photonic mode, and the latter should be small as compared to the exciton-field coupling strengths. Photonic crystal molecules naturally fulfill these required conditions. In fact, the normal modes associated to photonic crystal molecules are strongly localized in the photonic cavities, allowing modal volumes next to the diffraction limit, and quality factors can be even larger (i.e., smaller losses) than the quality factors of the decoupled cavities [34]. In addition, it has been recently shown that it is possible to have strongly coupled photonic crystal cavities at inter-cavity distances which are quite larger than the characteristic wavelength of the system in a photonic crystal molecule [35]. A schematic representation of our system is shown in Fig. 2. The photonic molecules we are interested in are composed of two coupled nominally identical photonic crystal slab cavities, i.e., photonic crystal dimers.

This thesis is organized as follows. In Chapter 2, the fundamental theory of photonic crystals and the key aspects of the guided mode expansion method are presented. We also discuss the basic theory of quantum dots within a simple harmonic oscillator model as well as the $1/R^3$ dependence of Förster interaction between two coupled quantum dots spatially separated by $R$. The semiclassical and quantum formalisms adopted for studying the two-dot photonic-molecule system are also discussed in detail. In Chapter 3, the main results on the long-distance radiative coupling between the quantum dots coupled through the normal modes of a photonic crystal dimer, disorder effects and long-range entanglement between the dots are present. Finally, the conclusions and future developments are given in Chapter 4.
This chapter is addressed to review the basic theory of photonic crystals and quantum dots, as well as the classical, semiclassical and fully quantum mechanical methods adopted for solving the system which is the subject of study of the present thesis.

2.1 Theory of photonic crystals

The electronic transport in atomic or molecular crystals is determined by the geometry of the underlying Bravais lattice and the physical properties of the atomic basis. As it is well known from solid state physics, electrons suffer coherent scattering when the period of the lattice and the size of the atomic basis, determined by the atomic potential, is of the order of their de Broglie wavelength. These scattered waves can interfere, giving rise to allowed (constructive interference) and forbidden (destructive interference) states. The former are known as electronic bands and the latter as electronic band gaps. Similarly, electromagnetic waves suffer coherent scattering in periodic dielectric media when the period of the lattice and the dielectric dimensions are of the order of the electromagnetic wavelength. Here, constructive and destructive interference of the scattered waves determine the photonic bands and photonic band gaps of the system, respectively. Such structures, whose dielectric function is periodically modulated, are known as photonic crystals, and they are a subject of study of electromagnetic theory, applying methods and concepts usually employed in quantum mechanics.

2.1.1 Maxwell’s equations in periodic dielectric media

The starting point of every study on photonic crystals is determined by the formulation of the problem in terms of the fundamental equations of the electromagnetic theory, i.e., Maxwell’s equations. Since we are mainly interested in the spectrum of the system instead of its physical response, we assume that free charges and electric currents are absent. Under these assumptions, Maxwell’s equations take the following form in Gaussian units:

\[ \nabla \cdot \mathbf{D}(r, t) = 0, \quad \nabla \times \mathbf{E}(r, t) = -\frac{1}{c} \frac{\partial}{\partial t} \mathbf{B}(r, t), \]

\[ \nabla \cdot \mathbf{B}(r, t) = 0, \quad \nabla \times \mathbf{H}(r, t) = \frac{1}{c} \frac{\partial}{\partial t} \mathbf{D}(r, t), \]

(1)
where $\mathbf{E}$, $\mathbf{H}$, $\mathbf{D}$ and $\mathbf{B}$ are the electric, magnetic, electric displacement and magnetic induction fields, respectively, and $c$ is the speed of light in vacuum. The electromagnetic fields $\mathbf{H}$ and $\mathbf{B}$, as well as $\mathbf{E}$ and $\mathbf{D}$ are related by the constitutive relations [36]:

$$
\mathbf{B}(\mathbf{r}, t) = \hat{\mu}(\mathbf{r})\mathbf{H}(\mathbf{r}, t), \quad \mathbf{D}(\mathbf{r}, t) = \hat{\epsilon}(\mathbf{r})\mathbf{E}(\mathbf{r}, t),
$$

(2)

where $\hat{\mu}(\mathbf{r})$ and $\hat{\epsilon}(\mathbf{r})$ are the magnetic and dielectric tensors. In most cases, photonic crystals are fabricated using isotropic and non-magnetic materials, which allow us to safely set $\hat{\mu}(\mathbf{r}) = \mu(\mathbf{r}) = 1$ and $\hat{\epsilon}(\mathbf{r}) = \hat{\epsilon}(\mathbf{r})$. Furthermore, since $\mathbf{H}$ and $\mathbf{E}$ are complicated functions of space and time, we take advantage of the linearity of Maxwell’s equations by expanding the fields in a set of harmonic modes. The harmonic solutions are written as:

$$
\mathbf{H}(\mathbf{r}, t) = \mathbf{H}(\mathbf{r})e^{-i\omega t}, \quad \mathbf{E}(\mathbf{r}, t) = \mathbf{E}(\mathbf{r})e^{-i\omega t},
$$

(3)

which automatically separates the time and space dependence. Using the expressions of Eqs. (2) and (3), and decoupling the electric and magnetic fields from Eq. (1), we obtain the wave equations for electric and magnetic fields,

$$
\hat{\Theta}\mathbf{H}(\mathbf{r}) = \nabla \times \frac{1}{\hat{\epsilon}(\mathbf{r})} \nabla \times \mathbf{H}(\mathbf{r}) = \frac{\omega^2}{c^2} \mathbf{H}(\mathbf{r}),
$$

(4)

$$
\hat{L}_E\mathbf{E}(\mathbf{r}) = \frac{1}{\hat{\epsilon}(\mathbf{r})} \nabla \times \nabla \times \mathbf{E}(\mathbf{r}) = \frac{\omega^2}{c^2} \mathbf{E}(\mathbf{r}).
$$

(5)

subject, respectively, to the transversality conditions:

$$
\nabla \cdot \mathbf{H}(\mathbf{r}) = 0, \quad \nabla \cdot [\hat{\epsilon}(\mathbf{r})\mathbf{E}(\mathbf{r})] = 0,
$$

(6)

In the literature of photonic crystals $\hat{\Theta}$ is known as the Maxwell operator. The wave equations in Eqs. (4) and (5) determine eigenvalue problems which resemble the stationary Schrödinger equation; in fact, the function $\epsilon(\mathbf{r})$ can be understood as the dielectric potential. The linear operator $\hat{\Theta}$ in Eq. (4) is Hermitian, hence, the following expressions are guaranteed [37]:

$$
\frac{\omega^2}{c^2} = \left(\frac{\omega^2}{c^2}\right)^*, \quad \int \mathbf{H}_i^\dagger(\mathbf{r}) \cdot \mathbf{H}_j(\mathbf{r}) d^3r = N^2\delta_{ij},
$$

(7)

with $N$ a normalization factor. In addition to this, for $\epsilon(\mathbf{r}) > 0$, $\hat{\Theta}$ is positive semidefinite, i.e., $\frac{\omega^2}{c^2} \geq 0$, constraining the frequencies $\omega$ to be real in lossless media [21]. On the other hand, the linear operator $\hat{L}_E$ is not Hermitian, and orthogonality relations as in Eq. (7), are not guaranteed [3]. Furthermore, from Eq. (6), the electric field is not transversal, and the zero-divergence equation depends on the specific dielectric function. These mathematical issues turn the solution of Maxwell’s equations quite complicated from the electric point of view.
Notice, however, that the magnetic field is fully transversal, and such a condition, as well as the hermiticity of $\hat{\Theta}$, do not depend on the specific dielectric system in lossless media. Therefore, the solution of the electromagnetic problem is less difficult when we start from the magnetic wave equation, and the corresponding electric field solution can be obtained via the curl equation:

$$E(\mathbf{r}) = i \frac{c}{\omega \epsilon(\mathbf{r})} \nabla \times H(\mathbf{r}).$$

(8)

In this way, we will adopt the solution of Eq. (4) instead of Eq. (5) for computing the eigenmodes of photonic crystals from now on. Any particular condition on the spatial dependence of $\epsilon(\mathbf{r})$ has heretofore not been specified, in fact, Eq. (4) does not necessarily describe a photonic structure. Photonic crystals are represented by a periodic dielectric function:

$$\epsilon(\mathbf{r}) = \epsilon(\mathbf{r} + \mathbf{R}),$$

(9)

where $\mathbf{R}$ is the translation vector of the Bravais lattice. Atomic and molecular crystals are the result of a Bravais lattice plus an atomic basis; analogously, photonic crystals are the result of a Bravais lattice plus a dielectric basis. Since there are no fundamental differences between the mathematical concepts describing atomic and photonic crystals, and the physics of both systems is totally equivalent, the theoretical framework of solid state physics can be applied to electromagnetic crystals. The magnetic field solutions of Eq. (4) considering Eq. (9) are written, accordingly, in the Bloch-Floquet form:

$$H_\mathbf{k}(\mathbf{r}) = e^{i \mathbf{k} \cdot \mathbf{r}} u_\mathbf{k}(\mathbf{r}), \quad u_\mathbf{k}(\mathbf{r}) = u_\mathbf{k}(\mathbf{r} + \mathbf{R}).$$

(10)

The differential equation for the periodic function of Bloch states, $u_\mathbf{k}(\mathbf{r})$, is found by substituting the first expression of Eq. (10) in the wave equation of Eq. (4). It can be easily shown that:

$$(i \mathbf{k} + \nabla) \times \left[ \frac{1}{\epsilon(\mathbf{r})} (i \mathbf{k} + \nabla) \times u_\mathbf{k}(\mathbf{r}) \right] = \frac{\omega_k^2 \epsilon(\mathbf{r})}{c^2} u_\mathbf{k}(\mathbf{r}).$$

(11)

Due to the periodic boundary condition of $u_\mathbf{k}(\mathbf{r})$, the Hermitian problem in Eq. (11) is restricted to a single primitive cell of the lattice, i.e., finite volume, consequently, we expect the solutions to be discretely spaced with band index $n$. Moreover, the Maxwell operator depends on $\mathbf{k}$, which can vary continuously over the reciprocal space, and the frequency spectrum, $\omega_k = \omega_n(\mathbf{k})$, defines the photonic band structure of the system. The function $\omega_k = \omega_n(\mathbf{k})$ is represented in the irreducible Brillouin zone, which is determined by the symmetry properties of both, the dielectric basis and the reciprocal Bravais lattice [38]. If there is no real solutions for $\omega_k = \omega_n(\mathbf{k})$, irrespective the value of $\mathbf{k}$, we say that the system has a photonic band gap.
Figure 3: Typical dispersion relations of cavity modes, red band, and waveguide modes, green band. The corresponding density of states is sketched at right. At bottom, waveguide and localized modes are represented in a two-dimensional photonic crystal, where orange and white correspond to different refractive indices.

Photonic crystals become very interesting where “impurities”, known as defects, are introduced in the dielectric lattice. In the same manner as for solid state crystals, where localized states appear due to the impurities, the electromagnetic field can be localized around dielectric defects, creating allowed states inside the photonic band gap. Defects on photonic crystals can be produced either modifying the geometry or changing the dielectric properties at specific regions of the lattice; in particular, point and linear defects represent the fundamental blocks for the vast majority of systems currently studied. The former is commonly called cavity and the latter waveguide.

Figure 3 shows a schematic representation of the typical bands, in red and green colors, associated to cavity and waveguide modes, respectively; the yellow region corresponds to the photonic gap of the system and lighter-blue regions represent the photonic bands. The group velocity $d\omega/dk$ of cavity modes is zero in all points of the Brillouin zone, while for waveguide modes is in general different from zero. The corresponding photonic density of states is sketched at right in darker-blue; localized modes have the largest density of states, as well as the band edges of waveguide modes and photonic bands edges, where the group velocity is near to zero\(^1\). At bottom of Fig. 3, waveguide and localized modes are represented in a two-dimensional photonic crystal, where orange and white correspond to different refractive indices.

---

1 The band edge regions are specially interesting for slow light phenomena [39].
different refractive indices. Here, the waveguide is created by removing a complete row of circles, and the cavity by removing only three of them. Due to the low losses of dielectrics at optical frequencies and the efficient photonic band gap confinement mechanism, waveguide and cavity modes in photonic crystals usually have very high quality factors, and the light confinement is next to the diffraction limit. The latter allows to obtain very small modal volumes in photonic crystal cavities. The elevated density of states at cavity resonances, together with their high quality factors and diffraction limited modal volumes, open the possibility of cavity quantum electrodynamics phenomena, as Purcell enhancement and strong coupling, when light emitters are positioned within the photonic crystal nanocavities to interact with the electromagnetic fields.

2.1.2 Photonic crystal molecules

Two or more coupled photonic crystal cavities form a photonic crystal molecule. In Fig. 4 we schematically represent the weak and strong coupling regime of a photonic crystal molecule formed by two identical cavities, which is known as a photonic crystal dimer. When the distance between the two cavities is much larger than their mode wavelengths, i.e., \( d_c \gg \lambda_c \), the spectrum of the system is degenerated with the same single cavity frequencies. Over these conditions the system is in the weak coupling regime, and it does not strictly represent a photonic molecule. For intercavity distances smaller than, or of the same order of \( \lambda_c \), the system is in the strong coupling regime with non-degenerated frequency spectrum determined by the splitted states of the single cavities. In the case of photonic dimers (identical cavities), where the system has a symmetry point, the normal mode frequencies are separated in bonding (subscript +) and antibonding (subscript −) states, resembling atomic molecules. The bonding and antibonding behavior are determined by the symmetry of the electromagnetic modes; the former is symmetric while the latter is antisymmetric with respect to the symmetry point, as it is shown schematically in Fig. 4, where the symmetry point is at the center of the photonic lattice. The photonic normal mode frequencies of the molecule can be written as the single cavity frequency plus a coupling term \( \delta \), which depends on the amount of overlapping and interference conditions between the single cavity modes. In general, the strength of

---

2 The photonic band gap confinement mechanism for light, based on interference phenomena, is known as distributed Bragg reflection (DBR mechanism).

3 The quality factor of a photonic mode measures the photon lifetime within the cavity and it is defined as the ratio between the resonant frequency and the linewidth: \( Q = \frac{\omega}{\delta \omega} \).

4 The modal volume of a dielectric cavity measures the effective space occupied by the photonic mode, and it is defined as: \( V = \int \frac{|c(r)|^2 |\mathbf{E}(r)|^2 dr}{c(r_0) |\mathbf{E}(r_0)|^2} \), where \( r_0 \) is the position of the electric field peak. In photonic crystals \( V \sim (\lambda/n)^3 \), with \( n \) the refractive index.
Figure 4: Schematic representation of a photonic crystal molecule formed by two identical cavities, i.e., a photonic crystal dimer, in the weak (above) and strong (below) coupling regimes. The frequency levels for both cases are sketched, correspondingly, at right.

The coupling term $\delta$, which can be positive or negative, is different for bonding and antibonding modes, i.e., $|\delta_+| \neq |\delta_-|$, furthermore, distinct from the atomic case, antibonding ground states and increasing splitting with increasing $d_c$ are possible in photonic crystal molecules [41].

The delocalized nature of normal modes in photonic crystal molecules will be useful to radiatively couple two semiconductor quantum light emitters in Sec. 3.2, separated by a distance that can be larger than the characteristic wavelength of the system.

2.1.3 Two-dimensional photonic crystal slabs

Three-dimensional complete photonic band gap is the ultimate objective of the light confinement paradigm. Theoretical studies on fully three dimensional photonic crystals have been addressed in the literature for solving the photonic band gap problem with satisfactory and promising results [1, 2, 42, 43]. Nevertheless, large-area and defect-free implementations are quite challenging even for state-of-art fabrication techniques [44, 45, 46]. Two-dimensional photonic crystals embedded into planar dielectric waveguides, known as two-dimensional photonic crystal slabs, have emerged in the last decade as the best candidates for efficiently confining and guiding the electromagnetic fields at optical frequencies in three dimensions. Currently, lithography and etching processes at sub-micron scales are in a very mature and advanced stage, allowing the fabrication of large-area photonic
crystal slabs with high-nanometric precision [4, 5]. Although experimental and theoretical complete photonic band gap has not been achieved in these structures up to now, three-dimensional confinement is possible for specific mode polarizations as it will be discussed below.

Figure 5 shows a typical photonic crystal slab where the two-dimensional periodic pattern is defined by a square lattice of circular holes in a dielectric planar waveguide. Vertical confinement of light is controlled by total internal reflection (TIR) 5, and in-plane propagation is controlled by the photonic pattern via distributed Bragg reflection (DBR); photonic band gaps in these systems are thus conditioned by both TIR and DBR mechanisms. The electromagnetic modes of fully two-dimensional photonic crystals, which are periodic in a certain plane and uniform along the axis perpendicular to that plane, are separated in two orthogonal polarizations, namely, transverse-electric (TE) and transverse-magnetic (TM); considering $xy$ as the plane where the photonic pattern is present, the former has the non-vanishing field components $(E_x, E_y, H_z)$ and the latter has the non-vanishing field components $(H_x, H_y, E_z)$. The separation of modes in two different solutions is due to the existence of a symmetry plane parallel to the periodic pattern at any position of the perpendicular axis. Figure 6 schematically shows the two mode polarizations with different symmetry properties for two-dimensional crystals (top). The system is uniform along the $z$ direction, i.e. thickness $d \to \infty$, and any plane perpendicular to the $z$ axis corresponds to a symmetry plane of the system; they are shown three of them in the figure (top), $z = \pm \delta$ and $z = 0$, where delta is any real number. The electric and magnetic fields are confined at these planes for TE and TM modes, respectively. In comparison with quantum mechanics, where the presence of symmetry plane on the quantum potential separates the wavefunction

---

5 Also know as index guiding for photonic crystal slabs [21].
solutions in even and odd sets, the TE and TM solutions are even and odd, respectively, with respect to any plane parallel to the photonic pattern. TE, TM and complete (both TM and TE) band gap have been successfully demonstrated for two-dimensional photonic crystals [21]. At the bottom of Fig. 6 we represent the slab case, where the dielectric thickness is of the order of the medium-wavelength of the system \( d \sim \lambda \). There is only one symmetry plane at \( z = 0 \) (center of the slab), and the solutions can be classified as even and odd with respect to this plane. At \( z = 0 \), the electric and magnetic fields are confined in the plane for even and odd modes, respectively, as in the fully two-dimensional case. Nevertheless, \( z = \pm \delta \) are not symmetry planes of the system and all six the electromagnetic field components are in general non-vanishing, then, we cannot separate anymore the solutions in purely TE and TM modes. Odd and even low-frequency modes in slabs, however, resembles the two-dimensional pure solutions, as it is shown in the figure (bottom); at \( z = \pm \delta \), with \( \delta < 0.5d \), the electric and magnetic fields have in general in-plane dominant components for even and odd modes, respectively. The former behaves like a TE mode and the latter behaves like a TM mode. Hence, the even eigenmodes of two-dimensional photonic crystal slabs are known in the literature as TE-like modes, while the odd eigenmodes are known as TM-like modes.
Figure 7: (a) Radiative and guided mode regions on the dispersion relation of a photonic crystal slab; the light line and a quasi-guided mode are illustrated. (b) Band diagram of a typical GaAs two-dimensional photonic crystal slab in the irreducible Brillouin zone.

Photonic band gaps for either TE-like or TM-like modes have been successfully demonstrated through theoretical and experimental studies [47, 48, 49, 50]. The fine-thickness condition along the vertical axis introduces new physical phenomena which are not present in the fully two-dimensional case. Since the space is open outside the photonic crystal slabs, the electromagnetic field is not bounded in this region and it determines a continuous spectrum. On the other hand, the electromagnetic field is bounded inside the slab and the spectrum is discrete. Discrete resonances, i.e., guided modes, can thus interact with the continuous spectrum, i.e., radiative (or leaky) modes, through the vertical boundary, allowing the possibility of energy flux from within to outside the photonic crystal, and vice versa. Figure 7(a) illustrates the radiative and guided mode zones in the band diagram of photonic crystal slabs. These regions are separated by the light line, which is defined as the dispersion relation of light in the outside medium; since we are interested in suspended membranes the frontier is defined by the dispersion relation of light in air, i.e., \( \omega = c k \).

Photonic resonances crossing the light line are called quasi-guided modes, and they are subject to out-of-plane diffraction losses, i.e., diffraction processes out of the waveguide plane for the Bloch waves propagating in the photonic crystal slab. In the radiative region of the band diagram, quasi-guided modes are discrete states within a continuum of states, which gives rise to Fano interference phenomena [51, 52]. Panel (b) of Fig 7 shows a numerical calculation in dimen-

---

6 For a general asymmetric two-dimensional photonic crystal slab, where there is a substrate of refractive index \( n_1 \) and the outside medium has a refractive index \( n_3 \), the light lines are \( \omega = c k / n_1 \) and \( \omega = c k / n_3 \), and the frontier between the radiative and guided modes is determined by the light line with the largest refractive index.

7 Fano resonances are characterized by asymmetric peaks in the response function of the system, e.g., reflectivity spectrum. The asymmetry occurs in a frequency or energy interval which is smaller than the linewidth of the resonance.
sionless frequency units, using the guided mode expansion method (see following section), of a typical GaAs two-dimensional photonic crystal slab along the edges of the irreducible Brillouin zone. The crystal is formed by a hexagonal lattice of circular holes, with lattice parameter $a = 260$ nm and hole radius $r = 65$ nm, embedded in a slab of thickness $d = 120$ nm and refractive index $n = 3.41$. This photonic crystal has a TE-like bang gap, highlighted in yellow, between 0.267 and 0.318, or between 1.274 eV and 1.517 eV in electron-volt units, however, forbidden odd states are not favored by the system and TM-like band gaps are not present. The bands fully-below, fully-above and crossing the light line, correspond to guided, radiative (or leaky) and quasi-guided modes of the slab, respectively.

2.1.4 The guided mode expansion method (GME)

Over the last decade, several numerical methods have been proposed for studying photonic crystal slabs by solving the three-dimensional set of Maxwell’s equations, which in general requires a huge numerical and computational effort. Some examples are the plane wave expansion with perfectly matched layers [53], the scattering matrix method [54] and the canonical finite-difference time-domain method (FDTD) [55], the latter has proved to be very flexible for solving the fields in any electromagnetic system, but computationally expensive [56]. Currently, the guided mode expansion method (GME) is the most efficient and reliable approach for solving the photonic dispersion and radiation losses of photonic crystal slabs, providing numerical and computational facilities due, mainly, to the analyticity of the matrix representation of Maxwell operator $\hat{\Theta}$. Since the GME method is the photonic-crystal-solver used in the present work, the key aspects of the method will be discussed in this section. For specific details the reader is referred to the original works cited in Refs. [48, 57].

2.1.4.1 Photonic dispersion

Starting from the wave equation of Eq. (4) with the corresponding transversality condition in Eq. (6), the magnetic field can be expanded in a set of basis as

$$H(r) = \sum_{\mu} c_{\mu} H_{\mu}(r),$$

subject to the orthonormality condition

$$\int H_{\mu}(r) \cdot H_{\nu}(r) \, dr = \delta_{\mu\nu}. \quad (13)$$

Equation (4) is then transformed into a linear eigenvalue problem

$$\sum_{\nu} \mathcal{H}_{\mu\nu} c_{\nu} = \frac{\omega^2}{c^2} c_{\mu}, \quad (14)$$
where it is easy to show that the matrix elements $\mathcal{H}_{\mu\nu}$ are given by:

$$\mathcal{H}_{\mu\nu} = \frac{1}{\epsilon(r)} \left( \nabla \times H^\mu(r) \right) \cdot \left( \nabla \times H^\nu(r) \right) \, dr. \quad (15)$$

An appropriate set $\{H^\mu(r)\}$ for solving Eq. (14) in photonic crystal slabs is the basis of guided mode solutions of the effective planar waveguide. In Fig. 8(a) we show a schematic picture of the system we are interested in. Labeling $r_\parallel = (x, y)$ the in-plane coordinate vector, the photonic crystal slab, with dielectric function $\epsilon_2(r_\parallel)$, is considered between two semi-infinite layers with dielectric functions $\epsilon_1(r_\parallel)$ and $\epsilon_3(r_\parallel)$, namely, the substrate and external media. The basis for expanding the system is defined by the homogeneous planar waveguide problem, shown in panel (b), with dielectric constants $\bar{\epsilon}_1$ (lower cladding), $\bar{\epsilon}_2$ (core) and $\bar{\epsilon}_3$ (upper cladding) determined by the averages of $\epsilon_i(r_\parallel)$

$$\bar{\epsilon}_i = \frac{1}{A} \int_{cell} \epsilon_i(r_\parallel) \, dr_\parallel, \quad (16)$$

where the integral is over a unit cell of area $A$. In order to guided modes be supported by the effective slab, the condition $\bar{\epsilon}_2 > \bar{\epsilon}_1, \bar{\epsilon}_3$ must be fulfilled. Denoting by $g = g\hat{g}$ the two-dimensional wave vector in the $xy$ plane, and by $\omega_g$ the frequency of a guided mode which satisfies $cg/\sqrt{\bar{\epsilon}_2} < \omega_g < cg/\max(\sqrt{\bar{\epsilon}_1}, \sqrt{\bar{\epsilon}_3})$ we define the following quantities:

$$X_1 = \left( \frac{g^2 - \bar{\epsilon}_1 \omega^2}{c^2} \right)^{1/2},$$

$$q_g = \left( \frac{\bar{\epsilon}_2 \omega^2}{c^2} - g^2 \right)^{1/2},$$

$$X_3 = \left( \frac{g^2 - \bar{\epsilon}_3 \omega^2}{c^2} \right)^{1/2}, \quad (17)$$

representing the real (imaginary) parts of the wave vector in the core (upper and lower cladding), respectively.

By applying Maxwell’s equations to the waveguide problem, transverse-electric (electric field lying in the $xy$ plane) and transverse-magnetic (magnetic field lying in the plane $xy$) solutions are determined, respectively, by the following implicit equations:

$$q(X_1 + X_3) \cos(qd) + (X_1 X_3 - q^2) \sin(qd) = 0, \quad (18)$$

$$\frac{q}{\bar{\epsilon}_2} \left( \frac{X_1}{\bar{\epsilon}_1} + \frac{X_3}{\bar{\epsilon}_3} \right) \cos(qd) + \left( \frac{X_1 X_3}{\bar{\epsilon}_1 \bar{\epsilon}_3} - \frac{q^2}{\bar{\epsilon}_2^2} \right) \sin(qd) = 0, \quad (19)$$

where $d$ is the slab thickness. Equations (18) and (19) come from the continuity conditions of the tangential components of the fields at the
waveguide interfaces, and the dispersion relation $\omega(g)$ of the waveguide is computed by solving these equations numerically. When symmetric planar wave guides are considered, i.e. $\bar{\epsilon}_1 = \bar{\epsilon}_3$ and $z = 0$ is a mirror symmetry plane, Eqs. (18) and (19) split into the following equations for odd and even solutions:

$$q \sin \left( \frac{qd}{2} \right) - \chi_1 \cos \left( \frac{qd}{2} \right) = 0, \quad TE, \quad \text{even, } (20)$$

$$q \cos \left( \frac{qd}{2} \right) + \chi_1 \sin \left( \frac{qd}{2} \right) = 0, \quad TE, \quad \text{odd, } (21)$$

$$q \frac{\bar{\epsilon}_2}{\bar{\epsilon}_1} \cos \left( \frac{qd}{2} \right) + \frac{\chi_1}{\bar{\epsilon}_1} \sin \left( \frac{qd}{2} \right) = 0, \quad TM, \quad \text{even, } (22)$$

$$q \frac{\bar{\epsilon}_2}{\bar{\epsilon}_1} \sin \left( \frac{qd}{2} \right) - \frac{\chi_1}{\bar{\epsilon}_1} \cos \left( \frac{qd}{2} \right) = 0, \quad TM, \quad \text{odd } (23)$$

The even and odd modes can hence be solved separately reducing the computational effort required by solving directly Eqs. (18) and (19). The solutions of the implicit equations Eqs. (20) to (23) are shown in Fig. 9, for the effective homogeneous slab associated to the system of Fig. 7(b), i.e., $\bar{\epsilon}_1 = \bar{\epsilon}_3 = 1$, $\bar{\epsilon}_2 = 9.218$ and $d = 120$ nm. Irrespective of the parity of the solutions, TE and TM bands alternate on the condition that the fundamental mode corresponds to a TE polarization. On the other hand, the parity alternates between even and odd solutions for TE and TM polarizations providing that the TE and TM fundamental modes have even and odd polarizations, respectively. Figure 9 shows that the wave vector $g$ can take, in principle, any value in the $xy$ plane for guided modes. In the case of two-dimensional photonic crystal slabs, the modes have the Bloch form shown in Eq. (10), and the $k$ vector is restricted to the first Brillouin zone; larger vectors in

---

8 Since the problem of the homogeneous waveguide is actually one-dimensional in Fig. 9 is shown the magnitude of $g$. 
the reciprocal space are generated by adding to $k$ the appropriate reciprocal lattice vector $G$. Thus, when the photonic crystal is taken into account, the wave vector $g$ can be written in terms of two contributions, the Bloch vector $k$ and the reciprocal lattice vector $G$, i.e., $g = k + G$. The main effect of the periodic dielectric modulation on the guided bands of the homogeneous waveguide is to fold them to the first Brillouin zone, giving rise to photonic allowed and forbidden states. Denoting with $\alpha$ the $\alpha$-th guided mode, the expansion of Eq. (12) is written for the guided mode basis as

$$H(r) = \sum_{G, \alpha} c(k + G)H_{k+G}^{\text{guided}}(r),$$

(24)

where the sum is over the guided modes and reciprocal lattice vectors. The basis set must be truncated in order to obtain a finite number of linear equations determined by Eq. (14). The set of guided modes is truncated up to the $\alpha$-th element, while the set of reciprocal vectors is truncated providing the cutoff condition $|G| \leq G_{\text{max}}$, where $G_{\text{max}}$ is the maximum vector magnitude considered in the expansion. To calculate the matrix elements in Eq. (15), the inverses of the dielectric functions are then expanded in a set of plane waves over the reciprocal lattice vectors

$$\epsilon_i(r_||)^{-1} = \sum_G \eta_i(G)e^{-iG \cdot r_||},$$

(25)

This cutoff condition defines a circle centered at the origin of the reciprocal space with radius $G_{\text{max}}$, where only reciprocal lattice points inside the circle, with vector position $G$, are considered in the expansion.
with Fourier coefficients

\[ \eta_i(G) = \frac{1}{A} \int_{\text{cell}} \tilde{\epsilon}_i(r||) e^{iG \cdot r||} \mathrm{d}r||, \]

where the integral extends over a unit cell of area A. The GME matrix elements \( \mathcal{H}_{\mu\nu} \) are analytical and depend on the matrix elements of \( \tilde{\eta}_i \), defined as \( \eta_i(G, G') = \eta_i(G' - G) \) [48]. A convenient approach for calculating the elements \( \eta_i(G, G') \) is based on the Fourier inverse rule or Ho-Chan-Soukoulis (HCS) method [42], where \( \eta_i(G, G') \) are computed by numerical inversion of the dielectric matrix \( \tilde{\epsilon}_i \), i.e., \( \tilde{\eta}_i = \tilde{\epsilon}_i^{-1} \), with Fourier elements

\[ \epsilon_i(G, G') = \frac{1}{A} \int_{\text{cell}} \epsilon_i(r||) e^{i(G' - G) \cdot r||} \mathrm{d}r||, \]

This rule has shown to improve the convergence of numerical Fourier-based methods for truncated Fourier representation of discontinuous functions [58].

When the photonic structure has a center of inversion (symmetry point), the matrix elements \( \eta_i(G, G') \) and \( \mathcal{H}_{\mu\nu} \) are real, then, Eq. (14) becomes a symmetric eigenvalue problem. In the most general case, where the photonic structures do not have a symmetry point, these matrix elements are complex and Eq. (14) determines a Hermitian eigenvalue problem. This is an important consideration because the computational effort for solving real eigenvalue problems is much lower than for solving the Hermitian ones. The construction of the matrix \( \mathcal{H}_{\mu\nu} \) is illustrated in Fig. 10 for a one-dimensional slab photonic crystal with lattice parameter \( a \). We consider \( N_G = 3 \) guided modes and \( N_G = 2 \) plane waves. For each element of the basis \( \mu \), given a vector \( k \), we associate a guided mode index \( \alpha \) and a reciprocal lattice vector \( G \) (plane wave element); the index \( \mu \) is therefore univocally represented by \( k, \alpha \) and \( G \), i.e., \( \mu = (k + G, \alpha) \). As it is shown in the figure, three plane waves and two guided modes determine six orthonormal basis elements \( \mathcal{H}_\mu \) for constructing the matrix \( \mathcal{H}_{\mu\nu} \). Hence, the dimension of the eigenvalue problem for computing the photonic dispersion is \( N_\alpha \times N_G \).

Although we have considered all the set of guided modes for calculating the photonic dispersion, this set is not complete since the leaky modes of the planar waveguide are not taken into account. The coupling of quasi-guided modes to all radiative spectrum produces a second-order shift which is not considered in the present formulation of the method; usually, this shift is of the order of a few per cent and increases for small dielectric contrast (weakly guided modes). Nevertheless, the first-order coupling to leaky modes above the light line at the same frequency is the dominant effect, leading to a radiative decay, i.e., imaginary part of frequency, which can be calculated using time-dependent perturbation theory.
2.1 Theory of Photonic Crystals

2.1.4.2 Radiation losses

The periodic dielectric modulation of the photonic crystal slab folds the guided modes of the effective homogeneous waveguide, lying below the light line, to the first Brillouin zone of the photonic lattice. Therefore, photonic crystal resonances can fall above the light line allowing the coupling to radiative modes, i.e., they are subject to intrinsic losses due to scattering out of the plane. These radiation losses can be estimated through time-dependent perturbation theory using a formulation totally analogous to the Fermi’s golden rule in quantum mechanics. The decay rate of a photonic crystal mode $|H_{ph}\rangle$ to a continuum set of radiative modes $|H_{rad}\rangle$, at a given frequency $\omega$, can be represented by

$$\Gamma_{ph\rightarrow rad} \propto \sum_{rad} |\langle H_{ph}|\hat{O}_p|H_{rad}\rangle|^2 \rho(\omega), \quad (28)$$

where $\rho(\omega)$ is the photonic density of radiative modes. Since the radiation losses are caused by the in-plane periodicity and the vertical boundary condition of the dielectric function, the perturbation operator is represent by $\hat{O}_p \rightarrow e^{-1}$. From Eq. (28), the following expression is obtained for the imaginary part of $\omega_k^2/c^2$ at a given $k$ in the first Brillouin zone [48, 59]:

$$\text{Im} \left( \frac{\omega_k^2}{c^2} \right) = -\pi \sum_{G'} \sum_{\lambda=TE,TM} \sum_{j=1,3} |\mathcal{H}_{k,rad}|^2 \rho_j \left( k + G', \frac{\omega_k^2}{c^2} \right), \quad (29)$$
Figure 11: Representation of the scattering processes with outgoing components in lower (a) and upper (b) claddings.

where the matrix element between a photonic crystal mode and a leaky mode is

$$\mathcal{H}_{k,\text{rad}} = \int \frac{1}{\epsilon(r)} \left( \nabla \times H_k^*(r) \right) \cdot \left( \nabla \times H_{k,G',\lambda,j}^\text{rad}(r) \right) \, dr.$$  \hspace{1cm} (30)

Equation (29) is known as the photonic golden rule. Since the field profile of a scattering state tends to a plane wave form in the far field, irrespective of the field profile of the photonic crystal slab modes, the mean approximation of the method is introduced by considering the radiative modes of the effective waveguide in the matrix elements of Eq. (30), and the following one-dimensional photonic density of states at a fixed in-plane wave vector $g$

$$\rho_j \left( \frac{\omega^2}{c^2}, \frac{\omega^2 - g^2}{\epsilon_j} \right) \approx \frac{1}{\epsilon_j^{1/2} c} \theta \left( \frac{\omega^2 - c^2 g^2}{\epsilon_j} \right)^{1/2} \frac{\left( \omega^2 - c^2 g^2 \right)^{1/2}}{4\pi},$$ \hspace{1cm} (31)

which is valid for homogeneous planar waveguides. In Eq. (31) $\delta$ and $\theta$ are the Dirac delta and Heaviside functions, respectively. All lattice vectors $G'$, polarizations $\lambda$ and scattering processes $j = 1$ and $j = 3$ contribute to radiation losses. Such scattering processes, to be considered in the sum of Eq. 29, are illustrated in Fig. 11. The outgoing (radiative) components in the lower and upper claddings, which contribute to the diffraction losses, are represented by the red arrows in panels (a) and (b), respectively.

Using the expansion of $H_k$ shown in Eq. (24) over the set of guided modes, the matrix elements of Eq. (30) can be written as

$$\mathcal{H}_{k,\text{rad}} = \sum_{G,\alpha} c(k + G, \alpha)^* \mathcal{H}_{\text{guided},rad}.$$ \hspace{1cm} (32)
where
\[ \mathcal{H}_{\text{guided,rad}} = \int \frac{1}{c(r)} \left( \nabla \times \mathbf{H}^{\text{guided}}_{k+G,j}(r) \times \nabla \right) \cdot \left( \mathbf{H}^{\text{rad}}_{k+G,j}(r) \right) \, dr. \quad (33) \]

The matrix elements \( \mathcal{H}_{\text{guided,rad}} \) are analytical and the reader is referred to the works cited in Refs. [48, 57] for more details on their calculation. Finally, after computing \( \text{Im}(\omega_k^2) \) through Eq. (29), for a photonic mode with frequency \( \omega_k \), the quality factor can be calculated using the expression
\[
Q_k = \frac{\omega_k}{2 \text{Im}(\omega_k^2)},
\]
where \( \text{Im}(\omega_k) = \text{Im}(\omega_k^2)/[2\text{Re}(\omega_k)]. \)

2.2 Semiconductor Quantum Dots

The confinement of electrons in one, two and three dimensions in nano-structured semiconductors has been the focus of intense research during the last decades for applications on opto-electronic devices [60]. In particular, semiconductor quantum dots, in which electrons are subject to a three dimensional confinement, are characterized by their discrete spectra, long coherence time and large oscillator strengths [9]. These characteristics make them almost ideal artificial atoms that can be fixed in position and integrated into other semiconductor structures as photonic crystals, enabling new opportunities for on-chip quantum optics. In fact, quantum dots are promising candidates to realize solid state quantum bits (qubits) to be employed in quantum information and communication technologies [6, 7, 22].

InAs/GaAs/AlAs III-V semiconductor quantum dots, relevant for the present work, are fabricated by epitaxial methods such as molecular beam epitaxy, where the semiconductor heterostructure is grown layer by layer under high-vacuum conditions. The most common approach for generating InGaAs quantum dots is the Stranski-Krastanov method, where a thin wetting layer of InAs is deposited on GaAs; the difference between the InAs and GaAs lattice parameters (7\%) generates a strain which is relaxed by the nucleation of randomly positioned islands, i.e., self-assembled quantum dots. They are subsequently covered by a GaAs layer with the aim of protecting them from surface states and oxidation [8]. Since the InGaAs gap is smaller than the GaAs one, the quantum dot determines three-dimensional confinement potentials in the valence and conduction bands, for holes and electrons, respectively. Figure 12 illustrates schematically such phenomena, where a InGaAs region is surrounded by GaAs.

In this section, a simple model for a quantum dot is presented and the \( R^{-3} \) dependence of the Förster mechanism in coupled quantum
Figure 12: Schematic representation of a InGaAs quantum dot. The confinement potential is created by the different GaAs/InGaAs semiconductor band gaps.

dots is obtained. The results shown in the following were taken from the work cited in Ref. [23].

2.2.1 Single-particle and exciton states

The starting point for studying semiconductor quantum dots is the stationary single-particle Schrödinger equation, which can be written in the effective mass and envelope function approximations as

$$H_i(r)\psi_i(r) = \left( -\frac{\hbar^2}{2m_i^*} \nabla + V_i(r) \right) \phi_i(r) = E_i \phi_i(r), \quad (35)$$

where $i = e, h$ denotes electrons or holes, $m_i^*$ is the effective mass of the particle $i$ and $V_i(r)$ is the three dimensional dot confinement potential due to the difference between the semiconductor gaps in the heterostructure, see Fig. 12. In Eq. (35) $\phi_i(r)$ is the envelope part of the total wavefunction

$$\psi_i(r) = \phi_i(r) U_i(r), \quad (36)$$

which describes the slowly varying contribution to the wavefunction over the dot region, and $U_i(r)$ is a rapidly varying periodic function with the period of the crystal lattice [61]. One of the most basic models for $V_i(r)$, providing analytical expressions for $\phi_i(r)$ and $E_i$, is the harmonic oscillator potential

$$V(x, y, z) = \frac{1}{2} m^* \omega_x^2 x^2 + \frac{1}{2} m^* \omega_y^2 y^2 + \frac{1}{2} m^* \omega_z^2 z^2. \quad (37)$$
By considering the potential of Eq. (37) the Schrödinger equations in Eq. (35) becomes separable and the envelope function for electrons and holes can be written as a product of single-coordinate functions

$$\phi_i(r) = \xi_{i,x}(x)\xi_{i,y}(y)\xi_{i,z}(z),$$

(38)

where $\xi$ is the solution of the one-dimensional quantum harmonic oscillator:

$$\xi^n(x) = \left(\frac{1}{n!2^n\sqrt{\pi}}\right)^{1/2} \mathcal{H}_n\left(\frac{x}{\sqrt{2}}\right) e^{-x^2/2\sigma^2}.$$  

(39)

Here, $n$ labels the quantum state with energy $E_n = (n + 1/2)\hbar\omega_x$, $\mathcal{H}_n$'s are the Hermite polynomials and $d_x = [\hbar/(m^*\omega_x)]^{1/2}$. The ground-state solution for electrons and holes is then given by the envelope function

$$\phi_i(x,y,z) = \left(\frac{1}{d_x d_y d_z \pi^{3/2}}\right)^{1/2} e^{-x^2/2\sigma^2} e^{-y^2/2\sigma^2} e^{-z^2/2\sigma^2},$$

(40)

with energy $E_0 = \frac{1}{2}\hbar(\omega_x + \omega_y + \omega_z)$.

When an electron is excited with enough energy to be promoted from the valence to the conduction bands, the total charge in the valence band is unbalanced diminishing in one unit the amount of negative charge, which determines an effective positive charge, i.e., a hole. Holes and electrons may form bound states through Coulomb interaction, in the same manner as protons and electrons in atoms. The bound states of electron-hole pairs in these artificial atoms, namely, quantum dots, are known as excitons, and they are considered in the electron-hole pair Hamiltonian

$$H = H_e + H_h - \frac{e^2}{4\pi\epsilon|r_e - r_h|} + E^{\text{gap}},$$

(41)

where $H_e$ and $H_h$ are given by Eq. (35), $\epsilon$ is the background dielectric constant of the semiconductor and $E^{\text{gap}}$ is the quantum dot band gap energy. The Coulomb term $H_{eh} = e^2/4\pi\epsilon|r_e - r_h|$ produces a small shift in the energy states for quantum dots whose sizes are smaller than the corresponding bulk exciton radius (~35 nm for InAs and ~13 nm for GaAs); at this regime the Coulomb interaction can be considered as a perturbation and the energy spectrum is mainly determined by the confinement potentials. Then, the Hamiltonian of Eq. (41) can be rewritten as

$$H = H_0 + H_{eh},$$

(42)

and the solutions of $H_0$, which are the antisymmetric excitonic wavefunctions, can be written in the following form:

$$\Psi = A \left[\psi'_n(r_e, \sigma_e), \psi_m(r_h, \sigma_h)\right],$$

(43)
where \( r \) and \( \sigma \) are position (with respect to the center of the dot) and spin variables, respectively, \( n \) and \( m \) labels the quantum states, and \( A \) represents overall antisymmetry. The wavefunction of Eq. (43) represents an electron \( \psi'_n(r_e, \sigma_e) \) which has been promoted from the valence band into a conduction band, while \( \psi_m(r_h, \sigma_h) \) represents the hole state created in the valence band. By considering the same potential in all three directions, i.e., \( d_x = d_y = d_z = d = [\hbar/(m^* \omega)]^{1/2} \), the first order correction to the ground state energy due to the Coulomb interaction is given by [23]

\[
E_{0,eh} = \langle \Psi_0 | H_{eh} | \Psi_0 \rangle = \frac{1}{2} \frac{e^2}{\pi^{3/2} \hbar^{1/2} \epsilon} \sqrt{\frac{m^*_e m^*_h \omega_e \omega_h}{m^*_e \omega_e + m^*_h \omega_h}},
\] (44)

where the exchange interaction term, which is much smaller than the direct one\(^\text{10}\), is not considered in this calculation.

2.2.2 Förster coupling between two quantum dots

Excitons from different quantum dots can be coupled via Coulomb interaction if the interdot distances are of the order of the dot sizes. In particular, the Förster coupling, which can be under certain conditions of dipole-dipole type, is responsible for resonant exciton exchange, or resonant energy transfer, between the quantum dots. The Förster interaction \( V_F \) can be estimated within first order perturbation theory by

\[
V_F = \langle \Psi_i | H_F | \Psi_f \rangle,
\] (45)

considering the Coulomb Hamiltonian

\[
H_F = \frac{1}{4\pi \epsilon} \frac{e^2}{| \mathbf{R} + \mathbf{r}_1 - \mathbf{r}_2 |},
\] (46)

where \( \mathbf{R}, \mathbf{r}_1 \) and \( \mathbf{r}_2 \) correspond to the interdot separation vector, and the position vectors defined from the centers of the dot 1 and dot 2, respectively. These vectors are schematically shown in Fig. 13 for two interacting quantum dots. For calculating the matrix element of Eq. (45), the following initial and final states can be considered:

\[
\Psi_i = A \left[ \psi'_n(\mathbf{r}_1, \sigma_1), \psi_m(\mathbf{r}_2, \sigma_2) \right],
\]

\[
\Psi_f = A \left[ \psi_n(\mathbf{r}_1, \sigma_1), \psi'_m(\mathbf{r}_2, \sigma_2) \right].
\] (47)

Here, \( \Psi_i \) represents a conduction band state in dot 1 and a valence band state in dot 2, and \( \Psi_f \) represents a valence band state in dot 1 and a conduction band state in dot 2, i.e., a resonant exciton transfer.

\(^{10}\) The exchange interaction term comes from the integrals with arguments of the form \( \psi'_n(\mathbf{r}_1) \psi_n(\mathbf{r}_1) \psi'_m(\mathbf{r}_2) \psi_m(\mathbf{r}_2) \), while the direct interaction term comes from the integrals with arguments of the form \( \psi'_n(\mathbf{r}_1) \psi_n(\mathbf{r}_1) \psi'_m(\mathbf{r}_2) \psi_m(\mathbf{r}_2) \).
The possibility of quantum information processing lies on realizing controlled gate operations with two interacting qubits using a quantum bus, namely, a physical degree of freedom which interacts with semiconductor quantum dots in photonic crystals. The direct matrix element of Eq. (45) is then given by

\[ V_F = -\frac{e^2}{4\pi\epsilon} \int \int \psi_n^*(r_1)\psi_n(r_1) \frac{1}{|R + r_1 - r_2|} \psi_m^*(r_2)\psi'_m(r_2) dr_1 dr_2. \]  

(48)

The Coulomb term in Eq. (48) can be expanded in Taylor series about the vector \( R \) up to second order for \( |R| \gg |r_1 - r_2| \), leading to the following expression for the Förster interaction energy:

\[ V_F = -\frac{e^2}{4\pi\epsilon R^3} \left[ \langle r_1 \cdot r_{11} \rangle - \frac{3}{R^2} (\langle r_1 \cdot R \rangle (\langle r_{11} \cdot R \rangle) \right], \]  

(49)

where the integrals

\[ \langle r_1 \rangle = \int \psi_n^*(r_1) r_1 \psi_n(r_1) dr_1, \]  

(50)

\[ \langle r_{11} \rangle = \int \psi_m^*(r_2) r_2 \psi'_m(r_2) dr_2, \]

are calculated on dot 1 and 2, respectively, between an electron (\( \psi' \)) and a hole (\( \psi \)) states. The behavior of the Förster coupling as a function of \( R \) is clearly seen from Eq. (49); for \( |R| \gg |r_1 - r_2| \) the Förster energy transfer mechanism displays a \( R^{-3} \) dependence. This short-range interaction is a great limitation for independent manipulation of the quantum dots when they are strongly coupled, which is crucial for quantum information applications. In view of solving such limitation, the present work explores the possibility of using photonic modes for long-range dot-dot interaction beyond the Förster regime.
all localized qubits. For solid state qubits, i.e., quantum dots, the photons are the best candidates to achieve such a quantum bus platform, due to their long coherence time and high velocity. In view of this, there is a growing theoretical and experimental interest to control the photon-mediated interaction (radiative coupling) between two quantum dots through the electromagnetic modes in a semiconductor photonic crystal structure [24, 25, 62]. Due to their exceptional capabilities to efficiently guide and confine the electromagnetic radiation, and the high degree of precision in fabrication techniques currently achieved, photonic crystals should allow to overcome the short-range Förster coupling between interacting quantum dots, thus achieving sizable effective radiative interaction at distances quite larger than their emission wavelength [29].

The radiative coupling between quantum dots is discussed in this section within a semiclassical formalism. Furthermore, a fully quantum mechanical formulation of the problem is presented for quantifying the amount of entanglement between quantum dots, which are coupled via photon-mediated interactions.

2.3.1 Semiclassical formalism

A useful semiclassical formalism was described by Minkov and Savona in Reference [26] to study $N$ quantum dots coupled to $M$ electromagnetic photonic modes in an arbitrary dielectric structure. Following this work, our starting point is the inhomogeneous wave equation for the electric field [see Eq. (5)] with a polarization vector source, which can be written in Gaussian units as follows:

$$\nabla \times \nabla \times E(\mathbf{r}, \omega) - \frac{\omega^2}{c^2} [\epsilon(\mathbf{r})E(\mathbf{r}, \omega) + 4\pi\mathbf{P}(\mathbf{r}, \omega)] = 0.$$ (51)

The underlying photonic structure is considered through the spatial dependence of the dielectric function $\epsilon(\mathbf{r})$, while the linear optical response of the quantum dots is included through a nonlocal susceptibility tensor in the polarization vector

$$\mathbf{P}(\mathbf{r}, \omega) = \int \tilde{\chi}(\mathbf{r}, \mathbf{r}', \omega)E(\mathbf{r}, \omega) d\mathbf{r'}.$$ (52)

We will consider the specific case of excitons originating from the heavy-hole band of a semiconductor with cubic symmetry (e.g. InAs). In this case the $x$ and $y$ components of the polarization couple to the electromagnetic field according to the following susceptibility tensor [63, 64]:

$$\tilde{\chi}(\mathbf{r}, \mathbf{r}', \omega) = \frac{\mu_{ev}^2}{\hbar} \sum_{\alpha=1}^{N} \frac{\Psi_{\alpha}^*(\mathbf{r})\Psi_{\alpha}(\mathbf{r}')}{\omega^{(\alpha)} - \omega} \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix},$$ (53)
where \( \alpha \) runs over all dots, \( \mu_{cv} \) is the dipole matrix element of the inter-band optical transition, \( \Psi_\alpha(r) = \Psi_\alpha(r_e = r, r_h = r) \), and \( \Psi_\alpha(r_e, r_h) \) is the quantum dot excitonic wavefunction normalized as

\[
\iint |\Psi_\alpha(r_e, r_h)|^2 \, dr_e \, dr_h = 1. \tag{54}
\]

The frequencies of the bare excitons are denoted by bracketed superscripts in order to distinguish them from the frequencies of photonic resonances, which will be denoted by subscripts, i.e., as \( \omega_m \). In this treatment all the frequencies are assumed to be complex quantities, i.e., \( \omega^{(\alpha)} = \text{Re}\{\omega^{(\alpha)}\} - i\gamma^{(\alpha)}/2 \) and \( \omega_m = \text{Re}\{\omega_m\} - i\gamma_m/2 \), where \( \gamma^{(\alpha)} \) represents the overall decay rate of the exciton state associated to the quantum dot \( \alpha \), and \( \gamma_m \) represents intrinsic and extrinsic losses of the photonic mode \( m \).

Introducing the quantities \( Q(r, \omega) = \sqrt{\varepsilon(r)} E(r, \omega) \), the wave equation Eq. (51) is turned into a self-adjoint inhomogeneous differential equation [3]:

\[
\gamma Q(r, \omega) - \frac{\omega^2}{c^2} Q(r, \omega) = \frac{4\pi}{\sqrt{\varepsilon(r)}} \frac{\omega^2}{c^2} \int \hat{\chi}(r, r', \omega) \frac{Q(r', \omega)}{\sqrt{\varepsilon(r')}} \, dr', \tag{55}
\]

with associated self-adjoint differential operator

\[
\gamma = \frac{1}{\sqrt{\varepsilon(r)}} \nabla \times \nabla \times \frac{1}{\sqrt{\varepsilon(r)}}. \tag{56}
\]

Since the susceptibility tensor in Eq. (53) decouples the \( z \)-polarized fields, we define the two-dimensional field \( Q = (Q_x, Q_y) \), and we can express the formal solution of the inhomogeneous problem of Eq. (55) using the Green’s function approach:

\[
Q(r, \omega) = Q_0(r, \omega) + \frac{4\pi}{\sqrt{\varepsilon(r)}} \frac{\omega^2}{c^2} \int dr' \int \frac{dr''}{\sqrt{\varepsilon(r'')}} \hat{\chi}(r, r', \omega) \frac{\hat{\chi}(r', r'', \omega)}{\sqrt{\varepsilon(r''')}} \hat{G}(r, r', \omega) Q(r'', \omega). \tag{57}
\]

The Green’s tensor can be expanded onto the set of the orthonormal eigenfunctions of the self-adjoint operator of Eq. (56):

\[
\hat{G}(r, r', \omega) = \sum_m Q_m(r) \otimes Q_m^*(r'), \tag{58}
\]

where the outer product is defined as

\[
A \otimes B = \begin{pmatrix} A_x B_x & A_x B_y \\ A_y B_x & A_y B_y \end{pmatrix}. \tag{59}
\]
In the vast majority of structures, the quantum dots are embedded within a semiconductor dielectric medium of dielectric constant $\epsilon_\infty$, i.e., the wave functions are non-negligible only in the region where $\epsilon(r) = \epsilon_\infty$. Thus, we can safely substitute $\sqrt{\epsilon(r')} = \sqrt{\epsilon_\infty}$ in Eq. (57), since the $r$ dependence of all quantities will be considered into the overlap integrals with the quantum dot wavefunctions. Furthermore, a very good approximation consists in replacing the $\omega$ on the right side of Eq. (57), as well as $(\omega_m + \omega)/2$, obtained from the factorization of the denominator in Eq. (58), with an average exciton transition frequency, $\omega_0$. The resonances of the coupled system are computed considering the homogeneous problem associated to Eq. (57) (without $Q_0(r, \omega)$), which determines the particular solution of Eq. (55). Then, defining

$$Q^\alpha(\omega) = \int \Psi_\alpha Q(r, \omega) \, dr,$$  \hspace{1cm} (60)$$

we obtain

$$Q(r, \omega) = \frac{2\pi \omega_0}{\epsilon_\infty} \frac{\mu^2}{\hbar} \sum_{\alpha=1}^{N} \sum_{m=1}^{M} \frac{Q_m(r) \otimes Q^\alpha_m}{(\omega_m - \omega)(\omega(\alpha) - \omega)} Q^\alpha(\omega). \hspace{1cm} (61)$$

Integrating Eq. (61) with $\int d^3r \Psi_\beta(r)$ and defining $\tilde{Q}(\omega) = Q^\alpha(\omega)/(\omega(\alpha) - \omega)$, the following set of equations are obtained for the complex frequency poles:

$$(\omega^{(\beta)} - \omega) \tilde{Q}^\beta(\omega) = \frac{2\pi \omega_0}{\epsilon_\infty} \frac{\mu^2}{\hbar} \sum_{\alpha=1}^{N} \sum_{m=1}^{M} \frac{Q^\beta_m \otimes Q^{\alpha*}_m}{(\omega_m - \omega)} \tilde{Q}^\alpha(\omega). \hspace{1cm} (62)$$

It is easy to show that the nonlinear system of Eq. (62) is mathematically equivalent to diagonalize the matrix [26]

$$\Lambda = \begin{pmatrix}
\omega^{(1)}_x & 0 & \cdots & 0 & g_{1,x}^1 & \cdots & g_{M,x}^1 \\
0 & \omega^{(1)}_y & \cdots & 0 & g_{1,y}^1 & \cdots & g_{M,y}^1 \\
\vdots & \ddots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \omega^{(N)}_y & g_{1,y}^N & \cdots & g_{M,y}^N \\
g_{1,x}^1 & g_{1,y}^1 & \cdots & g_{1,y}^N & \omega_1 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots & \vdots & \ddots & \vdots \\
g_{M,x}^1 & g_{M,y}^1 & \cdots & g_{M,y}^N & 0 & \cdots & \omega_M
\end{pmatrix}, \hspace{1cm} (63)$$
where possible deviations from the perfectly symmetrical quantum dots can be introduced in the model through different transition frequencies in the x and y directions, respectively. The $g_m^\alpha$ elements are interpreted as the coupling strengths between the $m$-th mode of the photonic crystal and the $\alpha$-th quantum dot, and they are defined as

$$g_m^\alpha = (g_m^\alpha, x, g_m^\alpha, y) = \left( \frac{2\pi \omega_0 \mu_c^2}{\varepsilon_{\infty} \hbar} \right)^{1/2} Q_m^\alpha. \quad (64)$$

The $2N + M$ complex eigenvalues of $\Lambda$ define the frequencies (real part) and loss rates ($-2\times$ imaginary part) of the mixed excitations of the system, known as polaritons, and their corresponding eigenvectors

$$\lambda = (\lambda_1, \ldots, \lambda_N, \lambda_1^N, \ldots, \lambda_M), \quad (65)$$

define the Hopfield coefficients, whose square moduli are interpreted as the bare-exciton (or bare-photon) fractions of the polariton state [65, 66].

For typical self-organized InGaAs quantum dots, whose size lies in the 10-20 nm range and the exciton recombination energy is $\sim 1.3$ eV ($\lambda \approx 950$ nm), a point dipole assumption, $\Psi_\alpha(r) = C\delta(r - r_\alpha)$, is a very good approximation because the electric field varies weakly in a region where $\Psi_\alpha(r)$ is non-negligible. Since the wave function is not properly normalized at equal electron and hole positions, the constant $C$, which depends on the oscillator strength, can be estimated through experimental measurements of the quantum dot radiative decay rate. Following Minkov and Savona [26], and Parascondolo and Savona [67], with a radiative lifetime of 1 ns and excitation energy $\hbar \omega_0 \approx 1.3$ eV, the square dipole moment is found to be $d^2 \approx 0.51 \text{ eV nm}^3$, which is related to $C$ through the expression:

$$d^2 = \mu_c^2 C^2. \quad (66)$$

Within the point dipole approximation, the coupling constants of Eq. (64) are turned into the simple following form:

$$g_m^\alpha = (g_m^\alpha, x, g_m^\alpha, y) = \left( \frac{2\pi \omega_0}{\varepsilon_{\infty} \hbar} \right)^{1/2} d Q_m(r_\alpha). \quad (67)$$

From Eq. (62) we define the following tensor [33]:

$$\hat{G}^{\alpha\beta}(\omega) = \sum_{m=1}^M \frac{g_m^\beta \otimes g_m^{\alpha\ast}}{(\omega_m - \omega)} = d^2 \frac{2\pi}{\varepsilon_{\infty} \hbar} \frac{\omega^2}{c^2} \hat{G}(r_\alpha, r_\beta, \omega), \quad (68)$$

where $\hat{G}(r_\alpha, r_\beta, \omega)$ is the Green’s tensor evaluated at the quantum dot positions $r_\alpha$ and $r_\beta$. The components $G_{xx}^{\alpha\beta}$, $G_{xy}^{\alpha\beta}$, $G_{yx}^{\alpha\beta}$ and $G_{yy}^{\alpha\beta}$ are interpreted as the effective radiative coupling strengths between the
dot $\alpha$ and dot $\beta$ at the excitonic transition frequency $\omega$.

Finally, the last requirement of the model are the values of the normalized photonic eigenmodes $Q_m$ at the quantum dot positions, and their corresponding eigenfrequencies and loss rates, which are computed using standard methods to solve photonic crystal structures. Since we are interested in studying the radiative interaction between quantum dots in photonic crystal slabs molecules, we employ the guided mode expansion approach for this task, which is the best compromise between computational effort and reliable results for extended and strong localized modes in high dielectric regions.

2.3.2 Quantum formalism

The quantum theory of electromagnetic fields commonly adopted in quantum optics books, and their corresponding interaction with localized quantum emitters, does not consider the spatial dependence of the dielectric permittivity \[68, 69\]. Some of these approaches are even restricted to vacuum only. The rigorous formulation of the fully quantum radiation-matter interaction problem in spatially dependent dielectric materials is lengthy and not trivial, and it has been addressed in Refs. \[70, 71\], where the so called multipolar Hamiltonian\(^{11}\) is formally deduced. The details of this field quantization are not presented here and the reader is referred to the original works.

We start from the second-quantized multipolar Hamiltonian for the case of neutral, stationary radiative quantum emitters in a neutral, nonconducting, dielectric medium in the dipole and rotating wave approximations\(^{12}\):

$$
\hat{H}_0 = \sum_n \hbar \omega_n \hat{a}_n^{\dagger} \hat{a}_n + \sum_\alpha \hbar \omega^{(\alpha)} \hat{b}_\alpha^{\dagger} \hat{b}_\alpha \\
+ \hbar \sum_{n,\alpha} \left( g_{n,\alpha}^{*} \hat{a}_n^{\dagger} \hat{b}_\alpha + g_{n,\alpha} \hat{a}_n \hat{b}_\alpha^{\dagger} \right), 
$$

(69)

where $\omega_n$ and $\omega^{(\alpha)}$ denote the frequency of the photonic mode $n$ and the excitonic transition frequency of the quantum dot $\alpha$, respectively;

\(^{11}\) All the multipolar contributions are considered in the field-matter coupling.

\(^{12}\) When the wavefunction of the quantum emitters varies vary rapidly in relation to the electric field, a very good approximation is to consider a dipole radiation-matter coupling, i.e., the quantum emitter does not feel electric field variations and the value of the field amplitude is approximately constant in the region where the wavefunction is non-negligible. This is the so called dipole approximation. Moreover, when we are interested in the resonant regime of the system, terms with very high frequency in the radiation-matter coupling can be safely neglected. These rapidly rotating terms usually have the forms $\hat{a}_n^{\dagger} \hat{b}_\alpha$ and $\hat{a}_n \hat{b}_\alpha^{\dagger}$. This is the so called rotating wave approximation.
\( \hat{a}_n^\dagger (\hat{a}_n) \) denotes the creation (destruction) operator of photons in the photonic mode \( n \), satisfying bosonic commutation relations

\[
\left[ \hat{a}_n, \hat{a}_m^\dagger \right] = \delta_{nm}, \tag{70}
\]

and all other commutators vanish, while \( \hat{b}_n^\dagger (\hat{b}_n) \) denotes the creation (destruction) operator of electron-hole pairs in the quantum dot \( n \), satisfying fermionic anticommutation relations

\[
\{ \hat{b}_\alpha, \hat{b}_\mu^\dagger \} = \delta_{\alpha\mu}, \tag{71}
\]

and all other anticommutators vanish. In the present theory, the light-matter coupling strength between the mode \( n \) and the quantum dot \( \alpha \) is given in Gaussian units as

\[
g_\alpha^n = \sqrt{\frac{2\pi\omega(\alpha)}{\hbar}} |\mathbf{d}_\alpha\cdot\mathbf{E}_n(r_\alpha)|, \tag{72}
\]

where \( \mathbf{d}_\alpha = d_\alpha \mathbf{e}_\alpha \) denotes the dipole moment of the quantum dot \( \alpha \) with magnitude \( d_\alpha \) and orientation \( \mathbf{e}_\alpha \), and \( \mathbf{E}_n \) are the eigenmodes of Eq. (5) subject to the normalization condition

\[
\int \epsilon(r) \mathbf{E}_n^*(r) \cdot \mathbf{E}_m \, dr = \delta_{nm}. \tag{73}
\]

Equation (72) is totally equivalent to Eq. (67) obtained by semiclassical means. In the present approach, mutual coupling between semiconductor quantum dots is not considered because we are interested in dot separations which are beyond the Förster and exchange (tunneling) regimes. However, all photonic modes interact with all quantum dots, giving rise to an indirect photon-mediated interaction between them, i.e., to a radiative coupling.

We now consider an exciton coherent pumping in the Hamiltonian of Eq. (69) through the driven term

\[
\hat{H}_p(t) = \hbar \sum_\alpha \left[ \Lambda_\alpha(t) e^{-i\omega_p t} \hat{b}_\alpha^\dagger + \Lambda_\alpha^*(t) e^{i\omega_p t} \hat{b}_\alpha \right], \tag{74}
\]

where \( \Lambda_\alpha(t) \) is the pumping rate at which are coherently created electron-hole pairs in the quantum dot \( \alpha \) by a pump laser or electric potential with frequency \( \omega_p \). Here, we focus on the continuous wave excitation regime, in which the pumping rates \( \Lambda_\alpha(t) \) are time independent and can be written in the form \( \Lambda_\alpha(t) = \Omega_\alpha e^{i\phi_\alpha} \), where \( \Omega_\alpha \) is a real amplitude and \( \phi_\alpha \) is a real phase. The total Hamiltonian of the system is then written as

\[
\hat{H}(t) = \hat{H}_0 + \hbar \sum_\alpha \left[ \Omega_\alpha e^{-i(\omega_p t - \phi_\alpha)} \hat{b}_\alpha^\dagger + \Omega_\alpha^* e^{i(\omega_p t - \phi_\alpha)} \hat{b}_\alpha \right]. \tag{75}
\]
With the purpose of eliminating the explicit temporal dependence of the Hamiltonian in Eq. (75), the system dynamics can be described in a rotating frame of reference with frequency $\omega_p$ by applying the operator

$$\hat{R}(t) = \exp \left[i\omega_p t \left( \sum_n \hat{a}_n^{\dagger} \hat{a}_n + \sum_\alpha \hat{b}_\alpha^{\dagger} \hat{b}_\alpha \right)\right],$$

(76)

determining an effective Hamiltonian $\hat{H}_{\text{eff}} = \hat{R}\hat{H}\hat{R}^{\dagger} - i\hbar \frac{d\hat{R}^{\dagger}}{dt}$, i.e.,

$$\hat{H}_{\text{eff}} = \sum_n \hbar \bar{\omega}_n \hat{a}_n^{\dagger} \hat{a}_n + \sum_\alpha \hbar \bar{\omega}^{(\alpha)} \hat{b}_\alpha^{\dagger} \hat{b}_\alpha$$

$$+ \hbar \sum_{n,\alpha} \left( g_{n,\alpha}^{*} \hat{a}_n^{\dagger} \hat{b}_\alpha + g_{n,\alpha} \hat{a}_n \hat{b}_\alpha^{\dagger} \right)$$

$$+ \hbar \sum_\alpha \left( \Omega_\alpha e^{i\phi_\alpha} \hat{b}_\alpha^{\dagger} + \Omega_\alpha^* e^{-i\phi_\alpha} \hat{b}_\alpha \right),$$

(77)

where $\bar{\omega}_n = \omega_n - \omega_p$ and $\bar{\omega}^{(\alpha)} = \omega^{(\alpha)} - \omega_p$.

We adopt the master equation formalism for describing the dissipative dynamics of the system, which is written in Markov approximation for the rotated density matrix, $\hat{\rho} = \hat{R}\hat{\rho}\hat{R}^{\dagger}$, as:

$$\frac{d\hat{\rho}}{dt} = i\frac{\hbar}{\hbar} \left[ \hat{\rho}, \hat{H}_{\text{eff}} \right] + \sum_m \hat{\mathcal{L}}(\gamma_m) + \sum_\alpha \hat{\mathcal{L}}(\gamma^{(\alpha)}),$$

(78)

where

$$\hat{\mathcal{L}}(\gamma_m) = \gamma_m \left( \hat{a}_m \hat{\rho} \hat{a}_m^{\dagger} - \hat{a}_m^{\dagger} \hat{a}_m \hat{\rho}/2 - \hat{\rho} \hat{a}_m^{\dagger} \hat{a}_m/2 \right),$$

(79)

and

$$\hat{\mathcal{L}}(\gamma^{(\alpha)}) = \gamma^{(\alpha)} \left( \hat{b}_\alpha \hat{\rho} \hat{b}_\alpha^{\dagger} - \hat{b}_\alpha^{\dagger} \hat{b}_\alpha \hat{\rho}/2 - \hat{\rho} \hat{b}_\alpha^{\dagger} \hat{b}_\alpha/2 \right),$$

(80)

are the Lindblad operators corresponding to the radiative losses of the photonic mode $m$ at a rate $\gamma_m$ (intrinsic and extrinsic losses$^{13}$) and the losses by spontaneous emission in the quantum dot $\alpha$ at exciton decay rate $\gamma^{(\alpha)}$. The master equation of Eq. (78) is obtained by considering that the system is coupled to a broadband spectrum and very large (immense number of degrees of freedom) ensemble of harmonic oscillators at thermal equilibrium, known as bath or reservoir, leading to an irreversible damping and quantum decoherence. The system-reservoir dynamics, $\rho_{\text{sr}}(t)$, is solved using time-dependent perturbation theory up to second order (the system is assumed to be weakly coupled to the reservoir), and the total density operator is traced over

$^{13}$The extrinsic losses is attributed to intentionally-induced or fabrication disorder on the photonic crystal structure.
the reservoir to obtain the reduced density operator of the system, \( \rho_s(t) \). The characteristic times of \( \rho_s(t) \) are subsequently assumed to be long compared to the inverse bandwidth \( \tau_r \) of the reservoir, obtaining an equation for \( \rho_s(t) \), namely, the master equation, valid in this time regime \([69]\). The latter assumption is the so called Markov approximation. Pure dephasing of the quantum dot transitions can be taken into account by an additional Lindblad term

\[
\hat{L}_d(\gamma_d^{(\alpha)}) = \gamma_d^{(\alpha)} \left[ \hat{b}^\dagger_\alpha \hat{b}_\alpha \rho \hat{b}^\dagger_\alpha \hat{b}_\alpha - (\hat{b}^\dagger_\alpha \hat{b}_\alpha)^2 \rho/2 - \rho (\hat{b}^\dagger_\alpha \hat{b}_\alpha)^2 / 2 \right],
\]

where \( \gamma_d^{(m)} \) represents a pure dephasing rate. Lindblad dissipation terms associated to incoherent pumping could also be considered in the master equation \([24]\), however, since we are interested in low excitation, low temperature and resonant excitation regimes, they are safely neglected. Finally, the steady state of the system, \( \tilde{\rho}_{ss} \) is found by solving the equation

\[
\frac{d\tilde{\rho}}{dt} = 0,
\]

which determines a linear system of algebraic equations that must be inverted to obtain \( \tilde{\rho}_{ss} \). Such an approach is however computationally expensive and very inefficient for large Hilbert spaces. In order to avoid numerical inversions, the system of Eq. (82) can be turned into an eigenvalue problem by following the next steps. First, we take advantage of the linearity of master equation and write Eq. (78) in the form

\[
\frac{d\tilde{\rho}}{dt} = \hat{T} \tilde{\rho},
\]

by constructing the right operators \( \hat{O}_R \) which satisfy the relation

\[
\tilde{\rho} \hat{O} = \hat{O}_R \tilde{\rho}
\]

where \( \hat{O} \) represents any operator of Eq. (78) on the right side of \( \tilde{\rho} \). Second, considering that Eq. (83) has dimension \( N \), we define the column vector \( [\tilde{\rho}] \) with dimension \( N^2 \) and the matrix \([\hat{T}]\) with dimension \( N^2 \times N^2 \) such that

\[
[\hat{T}][\tilde{\rho}] = [\hat{T}\tilde{\rho}].
\]

Third, we define the eigenvalue problem

\[
[\hat{T}][\tilde{\rho}] = \lambda[\tilde{\rho}],
\]

where the steady state solution correspond to the eigenstate with corresponding eigenvalue \( \lambda = 0 \). Finally, the steady state density matrix \( \tilde{\rho}_{ss} \) is constructed from the eigenvector \( [\tilde{\rho}]_{ss} \) following the rule of Eq. (85). Because \([\hat{T}]\) usually is a very sparse matrix, the computational effort required to solve the zero-eigenvalue of Eq. (86) is smaller than the effort required to numerically invert the system of equations given by Eq. (82).
2.3.2.1 Two-qubit entanglement

Two quantum mechanical systems $\rho_1$ and $\rho_2$ whose total density operator cannot be written in the factorized form

$$\rho_T = \rho_1 \otimes \rho_2,$$

(87)

are said to be entangled. Entanglement, which is a fully quantum mechanical phenomenon, describes situations where the systems exhibit quantum correlations such that we cannot describe one of them without referring to the others. In particular, photon-mediated interactions between semiconductor quantum dots allow the possibility of exciton entanglement, and we can take advantage of the non-separability of the whole system state for quantum information transferring between single spatially separated quantum dots. The quantification of entanglement is hence fundamental for applications in quantum technologies, but this is a very hard task for many-body systems and it is focus of intense research up to now [72, 73, 74]. We are nonetheless interested in a two-qubit system using two-level quantum dots, for which quantum entanglement has been widely studied [75, 76, 77, 78]. Here, we adopt the Peres-Horodecki negativity criterion, which leads to a sufficient condition for non-separability of composite systems in composite Hilbert spaces of dimension $2 \otimes 2$ and $2 \otimes 3$ [79, 80, 81]. Since our two-quantum-dot system is interacting with a photonic environment, the two-qubit reduced density operator $\rho_{\text{QD1QD2}}$ of dimension $2 \otimes 2$, is calculated by tracing the whole density operator, $\rho$, over all photonic degrees of freedom of the system

$$\rho_{\text{QD1QD2}} = \text{Tr}_\text{ph}(\rho).$$

(88)

The negativity is defined as the absolute value of the sum of the negative eigenvalues of $\rho_{\text{QD1QD2}}^{T_1}$, where $T_1$ represents the partial transpose of $\rho_{\text{QD1QD2}}$ with respect to the system 1, i.e., quantum dot 1. For example, consider a system of two quantum dots and one photonic mode, the matrix elements of the density operator in a Fock basis can be written as $\rho_{\alpha \mu, \alpha' \mu' m}$ where $\alpha$ and $\mu$ denote the excitation number, 0 or 1, in the two-level quantum dot 1 and 2, respectively, and $m$ denotes the photon number, which is a positive integer, in the photonic mode of the system. Following Eq. (88), the matrix elements of the quantum dot reduced density operator, which will be denoted by $\sigma$, are given by

$$\sigma_{\alpha \mu, \alpha' \mu'} = \sum_m \rho_{\alpha \mu m, \alpha' \mu' m},$$

(89)

and the matrix elements of the partial transpose of $\sigma$ with respect to the quantum dot 1 read

$$\sigma_{\alpha \mu, \alpha' \mu'}^{T_1} = \sigma_{\alpha' \mu, \alpha \mu'}.$$

(90)
The negativity is therefore the absolute value of the sum of the negative eigenvalues of $\sigma_1^{T1}$. Since the negativity is an entanglement monotone function for Hilbert spaces of dimension $2 \otimes 2$ and $2 \otimes 3$, it is a good measure of the entanglement degree in these composite spaces. For such a two-qubit system the negativity ranges from zero for a separable state up to the maximum value 0.5 for the maximally entangled Bell states. This can be easily shown by considering the Bell states written in the two-qubit basis as follows:

$$|\phi^{\pm}\rangle = \frac{1}{\sqrt{2}}(|00\rangle \pm |11\rangle)$$

$$|\psi^{\pm}\rangle = \frac{1}{\sqrt{2}}(|01\rangle \pm |10\rangle),$$

where the corresponding density operators are given by

$$\rho_{\phi^{\pm}} = |\phi^{\pm}\rangle \langle \phi^{\pm}|, \quad \rho_{\psi^{\pm}} = |\psi^{\pm}\rangle \langle \psi^{\pm}|.$$  

Considering the ordering of the basis $\{|00\rangle, |01\rangle, |10\rangle, |11\rangle\}$, the matrix representations of the density operators in Eq. (93) read

$$\rho_{\phi^{\pm}} = \frac{1}{2} \begin{pmatrix}
1 & 0 & 0 & \pm 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\pm 1 & 0 & 0 & 1
\end{pmatrix}, \quad \rho_{\psi^{\pm}} = \frac{1}{2} \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 1 & \pm 1 & 0 \\
0 & \pm 1 & 1 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}. \quad (94)$$

The matrix elements of $\rho^{T1}$, namely, the partial transpose of $\rho$ with respect to qubit 1, i.e., the first entry of $|\alpha_1 \alpha_2\rangle$, are obtained from the matrix elements of $\rho$ following the rule of Eq. (90)

$$\langle \alpha_1 \alpha_2 | \rho^{T1} | \alpha'_1 \alpha'_2 \rangle = \langle \alpha'_1 \alpha'_2 | \rho | \alpha_1 \alpha_2 \rangle.$$  

(95)

The matrix representations of $\rho_{\phi^{\pm}}^{T1}$ and $\rho_{\psi^{\pm}}^{T1}$ are then

$$\rho_{\phi^{\pm}}^{T1} = \frac{1}{2} \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & \pm 1 & 0 \\
0 & \pm 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}, \quad \rho_{\psi^{\pm}}^{T1} = \frac{1}{2} \begin{pmatrix}
0 & 0 & 0 & \pm 1 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\pm 1 & 0 & 0 & 0
\end{pmatrix}. \quad (96)$$

Finally, it is easy to show that the characteristic equation to find the eigenvalues $\lambda$ of the four matrices in Eq. (96) is

$$(0.5 - \lambda)^3 (0.5 + \lambda) = 0, \quad (97)$$

and their solutions are \{0.5, 0.5, 0.5, -0.5\}. The absolute value of the sum of the negative eigenvalues in Eq. (97), i.e, the negativity, is therefore 0.5. Thus, a negativity value of 0.5 determines an upper bound for the amount of entanglement in a two-qubit system.
The mutual interaction between two quantum dots decays rapidly when their distance is larger than the emission wavelength \([\lambda_0]\). Proposals for increasing the mutual interaction distance between two quantum dots in a photonic crystal platform mainly considered using a waveguide as a bus for photon propagation \([26, 27, 28]\). The role of disorder on light localization was also addressed \([29]\). Alternatively, preliminary studies considered the mutual coupling between two quantum dots positioned at the field antinodes within the same photonic crystal cavity \([26, 30]\), for which early experimental evidence was shown \([24, 62, 31]\). The possibility of mediating the inter-dot coupling through the normal modes of a photonic molecule has been considered for coupled micro disks \([82]\); nevertheless, the dot-dot distance is limited by evanescent inter-cavity coupling in free space. In this thesis, we theoretically address the possibility of using strongly coupled photonic molecules to efficiently increase the mutual dot-dot coupling rate even at large distances. A schematic representation of our system is shown in Fig. 14. We present original results on the inter-dot radiative coupling, disorder effects and steady state entanglement between the quantum dots.

Figure 14: Schematic representation of the system investigated in this thesis: two strongly coupled photonic crystal nanocavities, each containing a single quantum dot. The distance between the nanocavities, \(d_c\), can be larger than the characteristic quantum-dot-emission wavelength in vacuum, \(\lambda_0\).
Figure 15: Schematic representation of the photonic crystal molecule considered in our work. Two L3 PC slab cavities in a hexagonal lattice of air holes are coupled along four different directions. We define $a$ as the lattice parameter of the surrounding photonic crystal lattice, while $s$ is the outward displacement of the end lateral holes of the cavities, and $d_c$ is the center-to-center inter-cavity distance.

3.1 PHOTONIC CRYSTAL MOLECULE

The photonic crystal molecule that we study here is formed by two coupled nominally identical L3 cavities, i.e., photonic crystal dimer, in a two-dimensional photonic crystal slab of a hexagonal lattice of air holes in GaAs. In the photonic crystal community, the L3 cavity is commonly defined by three missing holes in a horizontal line of the photonic lattice $[83, 84]$; we choose the optimized design where the radius of the two end lateral holes are diminished to 80% of their original value, and the centers are outward displaced by 0.15$a$, where $a$ is the lattice parameter $[85]$. We focus on the four dimers where the line connecting the centers of the cavities determines an angle of $0^\circ$, $30^\circ$, $60^\circ$, or $90^\circ$ with respect to the horizontal axis, as it is schematically illustrated in Fig. 15. Typical values for GaAs photonic crystal structures coupled to InGaAs quantum dots in the 900 nm wavelength range are considered $[30]$: lattice parameter $a = 260$ nm, hole radius of 65 nm, slab thickness of 120 nm and refractive index of 3.41.

The photonic modes for the $0^\circ$, $30^\circ$, $60^\circ$, and $90^\circ$ photonic crystal dimer are computed using the GME method of Sec. 2.1.4. We use a
Figure 16: Photonic dispersion of the bonding (solid lines) and antibonding (dashed lines) modes for the (a) 0°, (b) 30°, (c) 60°, and (d) 90° cases, respectively. The lines only connect the individual points and serve as a guide for the eye. Electric field components $E_y$ associated to the (e) bonding and (f) antibonding states for the 30° photonic crystal dimer at $d_c = 5\sqrt{3}a$.

hexagonal supercell\(^1\) of superlattice parameter $24a$, and up to 11025 total plane waves tested for convergence in the 30° and 60° cases; we use rectangular supercells of dimensions $27a \times 8\sqrt{3}a$ and $18a \times 25\sqrt{3}a$, and up to 11915 and 24829 total plane waves tested for convergence, in the 0° and 90° cases, respectively. Since the photonic structure has symmetry point, then Eq. (14) determines a real symmetric eigenvalue problem. Only one guided mode is used in the basis expansion, because the contribution of high order guided modes is negligible for the thickness considered here. Finally, the real part of the frequencies are averaged in the first Brillouin zone of the superlattice in order to smooth out finite supercell effects (see Appendix A).

Figure 16 shows the results of the GME computations for the first two photonic normal modes, associated to the split states arising from the fundamental $L_3$ cavity mode. The bonding states are labeled with the subscript $+$, while the subscript $-$ is used for the antibonding

\(^1\) The supercell method is explained in Appendix A.
states. Panels (a), (b), (c), and (d) correspond to the 0°, 30°, 60° and 90° dimers, respectively. For the 0° case we see a very small splitting between the normal modes, which does not change appreciably with the inter-cavity distance $d_c$ (defined from center-to-center of the two photonic crystal slab cavities). The behavior of the normal mode frequencies is quantitatively different for the other cases, in which a large splitting at small inter-cavity distances can be noticed. Such splitting decreases smoothly for the 30° dimer, and much more rapidly for the 60° and 90° dimers, on increasing $d_c$. Nevertheless, between $d_c = 4a$ and $d_c = 5a$ for the 60° case, and between $d_c = 7a$ and $d_c = 8a$ for the 0° case the splitting increases, which is a rather counterintuitive behavior and it typically occurs in photonic crystal molecules, as already evidenced [34, 41]. In addition, the bonding (+) and antibonding (−) behavior of the modes changes as a function of distance, which is another interesting phenomenon already seen in experimental measurements on such systems [41]. As it is expected, the resonance frequencies of these dimers tend to the values of the isolated L3 cavity for large distances. In Figs. 16(e) and 16(f) we show the $E_y$ patterns for the bonding and antibonding states, respectively, for the case of 30° at the inter-cavity distance $d_c = 5\sqrt{3}a$. The symmetry point of the present photonic crystal molecule is located at the center of the structure. The bonding (antibonding) mode has an even (odd) symmetry with respect to this point, as it can be seen in the figure.

The imaginary parts of photonic eigenfrequencies are calculated using the photonic Fermi’s golden rule of Eq. (29), and averaging in the first Brillouin zone of the superlattice, in the same way as it was done for the real parts; the corresponding quality factor is computed with these averaged quantities through Eq. (34), i.e., $Q = \langle \text{Re}(\omega) \rangle / 2 \langle \text{Im}(\omega) \rangle$. Figures 17(a), 17(b), 17(c) and 17(d) show the quality factors of the split modes for the 0°, 30°, 60° and 90° cases, respectively. As a general trend, the quality factors are relatively small with respect to the quality factor of the fundamental L3 cavity mode for large splitting (dimers 30°, 60° and 90°), and increase quickly when $d_c$ increases; they remain relatively constant for large inter-cavity distances and oscillate around this value. The 0° case is quantitatively different from the other dimers since the normal mode quality factors associated to this molecule evidence an enhancement with respect to the Q value of the fundamental L3 cavity mode, which is an interesting phenomenon already seen in photonic molecules [86]. The calculations shown in Figs. 16 and 17 agree with previous work on similar systems [34].
3.2 Long-Distance Radiative Coupling Between Quantum Dots

After characterizing the photonic eigenmodes of the photonic crystal dimer, we have all the parameters required to study the coupled quantum-dot photonic-dimer system. We consider each dot positioned at the center of each \( L_3 \) cavity, which simplifies considerably the problem since the quantum dots only couple with the \( y \) component of the electric field. This is due to the fact that the \( x \) field component is negligible for small inter-cavity distances \( d_c \) at the center of each \( L_3 \) cavity, and eventually tends to zero for large \( d_c \) values (the \( E_x \) is exactly zero at the center of the isolated \( L_3 \) cavity). We also consider that the loss rates through the photonic normal modes, \( \gamma_m = 2\text{Im}(\omega_m) \), are significantly larger than the quantum dot loss rates \( \gamma^{(\alpha)} \) through other channels, therefore, we set \( \gamma^{(\alpha)} = 0 \). With these conditions the \( \Lambda \) matrix of Eq. (63) takes the following simplified form:

\[
\Lambda_y = \begin{pmatrix}
\omega^{(1)} & 0 & g_{1,y}^1 & g_{2,y}^1 \\
0 & \omega^{(2)} & g_{1,y}^2 & g_{2,y}^2 \\
g_{1,y}^* & g_{1,y}^* & \omega_1 - i\frac{\gamma_1}{2} & 0 \\
g_{2,y}^* & g_{2,y}^* & 0 & \omega_2 - i\frac{\gamma_2}{2}
\end{pmatrix}, \tag{98}
\]

where \( \omega^{(1)} = \omega_y^{(1)} \), \( \omega^{(2)} = \omega_y^{(2)} \), \( \omega_1 = \min(\omega_+ , \omega_-) \) and \( \omega_2 = \max(\omega_+ , \omega_-) \). In Fig. 18(a) we show the real part of the eigenfrequencies from diagonalization of the matrix in Eq. (98), for the same
dimer configuration shown in Figs. 16(e) and 16(f), as a function of the frequencies of the two quantum dots at zero dot-dot detuning. We see that vacuum Rabi splitting occurs in the frequency regions associated to the coupled modes resonances (the vertical dashed lines), which is the signature of the strong coupling between the excitonic states and the photonic crystal modes. Due to the opposite symmetry of the two photonic modes, i.e. symmetric (bonding) and antisymmetric (antibonding), the relevant excitonic states are the ones with the symmetry of the dimer mode. In this way, the first anti-crossing, which is associated to the bonding normal mode, corresponds to an excitonic symmetric state and the antisymmetric remains dark, while the second anti-crossing, which is associated to the antibonding normal mode, corresponds to an excitonic antisymmetric state with the symmetric one remaining dark. When the first photonic mode is antibonding, as in the case of some configurations of the $0^\circ$, $60^\circ$ and $90^\circ$ dimers, the first anti-crossing corresponds to an antisymmetric excitonic state, and the second one to a symmetric excitonic state, as verified in our calculations. The Hopfield coefficients are shown in Fig. 18(b), where an interesting collective behavior is seen. In the region of the first strong coupling the polaritons 1 and 3 have comparably significant values of the coefficients $\lambda_1^y$ (quantum dot 1), $\lambda_2^y$ (quantum dot 2), and $\lambda_1$ (mode 1), and we see the same behavior for polaritons 2 and 4 in the region of the second strong coupling, but now with the mode coefficient $\lambda_2$ (mode 2), which corresponds to the antisymmetric mode. Usually, it is very likely that two quantum dots are detuned due to their inhomogeneous distribution of sizes. Therefore, we show in Figs. 18(c) and 18(d) the same analysis made in panels (a) and (b) but now introducing a finite and sizable detuning between the two dots $\Delta = \hbar \omega^{(1)} - \hbar \omega^{(2)} = 300\ \mu\text{eV}$. We see that under such conditions, symmetric and antisymmetric excitonic states are possible and the dark mode is not present. All the Hopfield coefficients associated to the coupling of the dots with each photonic mode are non-negligible, and consequently radiative coupling between the quantum dots remains present.

We now try to give an answer to the question of how the radiative coupling depends on the inter-cavity distance in a photonic crystal dimer. The radiative coupling between the quantum dots is quantified by the tensor components of Eq. (68), which are proportional to the Green’s function evaluated at the dot positions. The dominant component of the Green’s tensor in our case is the $yy$ due to the dominant polarization of the normal modes in the $y$ direction, and to the small value of the $x$ electric field component at the center of the L3 cavities, which is identically zero for the fundamental isolated-L3 cavity mode. Therefore, considering the two dimer modes with $y$ electric field components, $E_{1,y}$ and $E_{2,y}$, frequencies $\omega_1$ and $\omega_2$, and associ-
Figure 18: (a) Real part of the eigenfrequencies of the quantum-dot photonic-dimer system for the $30^\circ$ case at $d_c = 5\sqrt{3}a$, for zero dot-dot detuning. (b) The square modulus of the Hopfield coefficients associated to (a). (c) and (d) correspond to the same case as in (a) and (b), respectively, but with a finite dot-dot detuning of $\Delta = 300 \mu$eV. In panels (b) and (d), $\lambda_1$ and $\lambda_2$ are associated to the quantum dots 1 and 2, respectively, and $\lambda_1'$ and $\lambda_2'$ are associated to the photonic crystal modes with frequencies $\omega_1$ and $\omega_2$, respectively.

We plot the absolute value of this function, evaluated at the two dimer eigenfrequencies, in Fig. 19 as a function of the inter-cavity distance, where panels (a), (b), (c) and (d) correspond to the $0^\circ$, $30^\circ$, $60^\circ$ and $90^\circ$ cases, respectively. These results evidence that the radiative coupling between the two quantum dots positioned at the centers of the cavities, i.e., $r_1$ and $r_2$, at the excitonic transition frequency $\omega$, can be reduced to the following formal expression [33]:

$$G_{yy}^{12}(\omega) = \frac{2\pi \omega d^2}{\hbar} \left( \frac{E_{1,y}(r_1)E_{1,y}^*(r_2)}{\omega - i\frac{\gamma_1}{2} - \omega} + \frac{E_{2,y}(r_1)E_{2,y}^*(r_2)}{\omega - i\frac{\gamma_2}{2} - \omega} \right), \quad (99)$$

We plot the absolute value of this function, evaluated at the two dimer eigenfrequencies, in Fig. 19 as a function of the inter-cavity distance, where panels (a), (b), (c) and (d) correspond to the $0^\circ$, $30^\circ$, $60^\circ$ and $90^\circ$ cases, respectively. These results evidence that the radiative coupling is highly enhanced at resonance with the dimer modes and the effective energy transfer between the quantum dots can achieve values of the order of 2.5 meV for the $0^\circ$ case, and 1.5 meV for the $30^\circ$, $60^\circ$ and $90^\circ$ cases, which are at least an order of magnitude larger than typical values achieved in one-dimensional systems [26, 87]. However, for the $30^\circ$, $60^\circ$ and $90^\circ$ dimers the dot-dot coupling strength at resonance is surprisingly minimal at small inter-cavity distance, which
Results

Figure 19: Absolute value of the component $G_{yy}^{12}(\omega)$ evaluated at $\omega = \omega_1$ and $\omega = \omega_2$ as a function of the inter-dot distance, for the (a) $0^\circ$, (b) $30^\circ$, (c) $60^\circ$ and (d) $90^\circ$ dimers. The lines only connect the individual points and serve as a guide for the eye.

are the cases where the coupling between the cavity modes is largest. As a counterintuitive consequence, the coupling strength between the dots increases with the interdot distance after the smallest values of $d_c$, and remains relatively constant (small oscillations) at larger values of $d_c$. It is important to remind that these results, which allow the possibility of sizable long-distance interaction between quantum dots, are valid as long as the normal mode splitting exceeds the photonic radiative linewidth, i.e., where the mode splitting can be spectrally resolved (strong cavity-cavity coupling condition).

These interesting behaviors can be interpreted by analyzing the expression for the coupling constant $G_{yy}^{12}(\omega)$ in Eq. (99). Since the fields are strongly localized in both cavity regions for all inter-cavity distances in the strong cavity-cavity coupling regime, the functions $E_{y\alpha}(r)$ depend very weakly on the $d_c$ parameter; furthermore, the functions $E_{1,y}(r_1)E_{1,y}^*(r_2)$ and $E_{2,y}(r_1)E_{2,y}^*(r_2)$ are real due to the point symmetry of the structure with respect to the origin of coordinates, and have approximately the same value with opposite signs due to the opposite symmetries of the two modes [see Figs. 16(e) and 16(f)]. In this way, we can approximate the $|G_{yy}^{12}(\omega)|$ function as:

$$|G_{yy}^{12}(\omega)| \approx \frac{2\pi d^2|g_{yy}^{12}|}{\hbar} \frac{\Delta_m - i\frac{\gamma_2 - \gamma_1}{2}}{\omega_1 - i\frac{\gamma_1}{2} - \omega}(\omega_2 - i\frac{\gamma_2}{2} - \omega), \quad (100)$$

where $|g_{yy}^{12}| = |E_{1,y}(r_1)E_{1,y}^*(r_2)| \approx |E_{2,y}(r_1)E_{2,y}^*(r_2)|$, and $\Delta_m = \omega_2 - \omega_1$. Neglecting the $\gamma$ terms when they do not contribute significantly
3.3 DISORDER EFFECTS ON THE RADIATIVE COUPLING BETWEEN QUANTUM DOTS

Usually, quantum dots are not perfectly positioned at the center of the cavities due to the precision limitation in modern sample fabrication techniques. In this way, we studied how the results shown in Fig. 19 are affected by considering disorder in the dot positioning. To accomplish this, the position of one quantum dot is generated by a random distribution with Gaussian probability of given variance $\sigma$; since the inter-dot distance is kept fixed, the position of the other quantum dot is automatically determined, which models in a realistic way possible misalignments between the photonic pattern and the dots. Fig. 20 shows the results of this analysis for the $0^\circ$, $30^\circ$, $60^\circ$ and $90^\circ$ cases in panels (a), (b), (c) and (d), respectively, where the dimers are assumed in resonance with the lowest frequency normal mode $\omega_1$. The radiative coupling was averaged over 1000 realizations for each of the variances considered, and the statistical standard error is shown in the error bars of the curves. Our numerical calculations show that when the variance is of the order of the precision achieved in modern fabrication techniques, which is around 20 nm [88], the effective radiative coupling between the quantum dots at resonance with the photonic normal mode remains quite sizable, i.e., on the order of 1.5 meV for the $0^\circ$ dimer and 1.2 meV for the $30^\circ$, $60^\circ$ and $90^\circ$ dimers. We verified that the results in which the dots are in resonance with the second normal mode of frequency $\omega_2$ are equivalent, and the effective coupling strengths remain of the same order of magnitude for each dimer.

We have also studied the question of how the radiative coupling between the two distant quantum dots is modified by considering structural disorder in the photonic crystal dimer. Usually the predicted losses of perfectly arranged photonic structures (intrinsic losses) are

\[ |G_{12}^{yy}(\omega_i)| \propto Q_i, \quad \text{for } i = 1, 2, \quad (101) \]

which qualitatively explains the results of Fig. 19. The key assumption in Eq. (101) lies in the fact that the normal modes of a photonic molecule are strongly localized in the cavity regions, and such field distributions are weakly dependent on the inter-cavity distance. This leads to a dependence of the radiative coupling on the inverse of the loss rates only [see Eq. (99)], which are inversely proportional to the quality factors.
Figure 20: Radiative effective coupling between the quantum dots at $\omega = \omega_1$ for the statistical analysis of their non ideal position. Panels (a), (b), (c) and (d) correspond to the $0^\circ$, $30^\circ$, $60^\circ$ and $90^\circ$ dimers. The coupling strength is averaged over 1000 realizations and the standard error is shown in the error bars. The lines only connect the individual points and serve as a guide for the eye.

much smaller than the value measured in the fabricated sample; this is mainly due to small errors in the fabrication process, which deviates the holes of the structure (in a photonic crystal slab of circular holes) from their ideal position, shape and size, producing extra channels of losses in the photonic structure (extrinsic diffraction losses). Here, we consider the fluctuations of the hole radii as the principal disorder contribution to the extrinsic diffraction losses. In our model of disorder we generate the hole radii randomly in the supercell with Gaussian probability, centered at 65 nm with standard deviation $\sigma_S$. As a natural consequence of Eq. (101), we expect the decreasing of $G_{12}^{yy}$ as long as $\sigma_S$ increases (losses are larger and consequently the quality factors are smaller). Nevertheless, the effect of disorder in photonic molecules does not only increase the losses of the system; since the random fluctuations of the radii have the effect of modifying independently the resonant frequencies of the cavities, the normal modes of the system (dressed states) are turned into the cavity modes (baired cavity states) if the magnitude of the structural disorder, which can be quantified by $\sigma_S$, is much larger than the cavity-cavity coupling constant $J_\lambda = \Delta \lambda / 2$, where $\Delta \lambda$ is the wavelength normal mode splitting at zero disorder if $J_\lambda$ is not strongly modified by the random fluctuations [89]. The consequence of this
“normal mode breaking” is the decreasing of the field products in each of the two terms of $G_{yy}^{12}$ [see Eq. (99)], since the field is more localized in only one of the two cavities for large values of $\sigma_S$. Therefore, the effective energy transfer between the two quantum dots is reduced by two independent contributions when structural disorder is considered: disorder-induced losses and normal mode breaking of the photonic dimer. Figure 21 shows the results of the absolute value of $G_{yy}^{12}$ in resonance with the fundamental and first excited normal mode, at $d_c = 7a$, $d_c = 5\sqrt{3}a$, $d_c = 5a$ and $d_c = 3\sqrt{3}a$ for the $0^\circ$, $30^\circ$, $60^\circ$ and $90^\circ$ dimers, respectively, in the corresponding (a), (b), (c) and (d) panels. The $G_{yy}^{12}$ component has been averaged over 30 disorder realizations and the standard error is shown in the error bars. The values of $\sigma_S$ considered here are of the same order of the $J_\lambda$ constants in the associated configurations, which are equal to $0.119$ nm, $0.450$ nm, $0.475$ nm and $0.263$ nm for the $0^\circ$, $30^\circ$, $60^\circ$ and $90^\circ$ cases, respectively. As it is expected, the effective coupling strength between the quantum dots decreases when the disorder parameter $\sigma_S$ increases. From Figs. 20 and 21, we can see also that the effect of the structural disorder on decreasing the energy transfer between the dots is much stronger than the effect of their non-ideal positioning; the $|G_{yy}^{12}|$ component decreases by $\sim 0.5$ meV in a very narrow range of $\sigma_S$ ($\sim 1$ nm, as seen in Fig. 21), while the same $\sim 0.5$ meV decreasing is seen over a quite larger range when calculated as a function of $\sigma$ ($\sim 30$ nm, as seen in Fig. 20). Nevertheless, our results show that values of $\sigma_S$ which are of the order of $J_\lambda$ not affect strongly the effective dot-dot coupling and $|G_{yy}^{12}|$ remains of the same order of magnitude, i.e., disorder magnitudes which are of the order of $0.5$ nm ($0.0019a$), $1.5$ nm ($0.0058a$), $1.6$ nm ($0.0061a$) and $0.9$ nm ($0.0035a$) for the $0^\circ$, $30^\circ$, $60^\circ$ and $90^\circ$ dimers, respectively, do not affect appreciably the radiative coupling. Larger values of the structural disorder magnitude are shown in the corresponding insets of Fig. 21, where we have considered $\sigma_S$ up to $5$ nm. The radiative coupling is strongly reduced when very disordered systems are taken into account, and the effective coupling strength between the quantum dots can be reduced up to an order of magnitude. However, values around $4$ nm ($0.015a$), relevant for the state of the art fabrication tolerances in GaAs or InGaAs structures, determine an effective energy transfer of $\sim 250$ $\mu$eV between the dots, which is still an order or magnitude larger than the effective strengths obtained in previous disordered systems [29], and two times larger than our dot-field coupling strengths ($\sim 110$ $\mu$eV). We have obtained equivalent results for the other inter-dot distances in all dimer’s configurations.

Finally, in the present semiclassical study we have considered resonant coupling between the dots and the photonic normal modes of the photonic molecule. Nevertheless, the excitonic frequencies of typ-
Figure 21: Radiative effective coupling between the quantum dots as a function of the standard deviation $\sigma_S$, which quantifies the structural disorder in the photonic crystal dimer. Panel (a) corresponds to the $0^\circ$ dimer at $d_c = 7a$, panel (b) to the $30^\circ$ dimer at $d_c = 5\sqrt{3}a$, panel (c) to the $60^\circ$ dimer at $d_c = 5a$ and panel (b) to the $90^\circ$ dimer at $d_c = 3\sqrt{3}a$. Insets show the results for larger values of $\sigma_S$. The coupling strength is averaged over 30 disorder realizations and the standard error is shown in the error bars. The lines only connect the individual points and serve as a guide for the eye.

Physical semiconductor quantum dots are inhomogeneously distributed with a width of several meV. This effect can be modeled as another disorder contribution on the excitonic transition frequencies of the dots; such a study will be carried out in a future work. Nevertheless, we expect a strong reduction of the radiative coupling strengths if the non-resonant condition determines a dot-dot detuning which is much larger than the linewidth of the corresponding photonic normal mode. An efficient experimental setup for tuning the quantum dot transition frequencies using the quantum confined Stark effect, and bring them into resonance, is implemented in Refs. [24, 90].

Since structural disorder breaks the symmetry of the photonic crystal, the eigenvalue problem of Eq. (14) becomes complex hermitian and computationally expensive. Therefore, the statistical analysis of $|G_{12}|$ as a function of $\sigma_S$ shown in Fig. 21, was carried out using rectangular smaller supercells of dimensions $21a \times 6\sqrt{3}a$ with 6951 plane waves, $20a \times 7\sqrt{3}a$ with 7727 plane waves, $17a \times 8\sqrt{3}a$ with 7489 plane waves and $14a \times 11\sqrt{3}a$ with 8497 plane waves, tested for convergence, the $0^\circ$, $30^\circ$, $60^\circ$ and $90^\circ$ dimers, respectively. Here, we also considered only one guided mode in the expansion because we are interested in the frequency region below the second-order mode of the homogeneous slab.
3.4 LONG-RANGE ENTANGLEMENT BETWEEN RADIATIVELY COUPLED QUANTUM DOTS

We have studied the resonant energy transfer between two distant quantum dots in photonic crystal dimers using a semiclassical approach based on the photonic Green’s function, giving rise to an effective dot-dot long-distance radiative coupling which can be of the order of 1 meV. Here, using the fully quantum mechanical formalism presented in Sec. 2.3.2, we focus on the role of the normal modes as channels for entanglement between the quantum dots, as well as the necessary conditions for entanglement generation in photonic crystal dimers. In order to describe the two-level-dot photonic-dimer system we consider the second-quantized effective driven Hamiltonian of Eq. (77), written in the normal mode basis:

\[
\hat{H}_{\text{eff}} = \sum_{n=1}^{2} \hbar \tilde{\omega}_n \hat{a}_n^\dagger \hat{a}_n + \sum_{\alpha=1}^{2} \hbar \tilde{\omega}^{(\alpha)} \hat{b}_\alpha^\dagger \hat{b}_\alpha
\]

\[
+ \hbar \sum_{n,\alpha=1}^{2} \left( g_{n,\alpha}^* \hat{a}_n^\dagger \hat{b}_\alpha + g_{n,\alpha} \hat{a}_n \hat{b}_\alpha^\dagger \right)
\]

\[
+ \hbar \sum_{\alpha=1}^{2} \left( \Omega_{\alpha} e^{i\phi_{\alpha}} \hat{b}_\alpha^\dagger + \Omega_{\alpha}^* e^{-i\phi_{\alpha}} \hat{b}_\alpha \right),
\]

(102)

where \(\tilde{\omega}_n = \omega_n - \omega_p\) and \(\tilde{\omega}^{(\alpha)} = \omega^{(\alpha)} - \omega_p\). In Eq. (102), \(\omega_n\) and \(\omega^{(\alpha)}\) correspond to the frequency of the normal mode \(n\) (given by GME) and the excitonic transition frequency of the two-level quantum dot \(\alpha\), respectively; \(\hat{a}_n^\dagger (\hat{a}_n)\) is the creation (destruction) operator of photons in the normal mode \(n\); \(\hat{b}_\alpha^\dagger (\hat{b}_\alpha)\) is the creation (destruction) operator of one electron-hole pair in the dot \(\alpha\); \(g_{n,\alpha}\) are the coupling strengths between normal mode \(n\) and quantum dot \(\alpha\); and \(\Omega_{\alpha}\) is the pumping rate, with phase \(\phi_{\alpha}\), at which are coherently created electron-hole pairs in the dot \(\alpha\) by a continuous wave pump laser or electric potential with frequency \(\omega_p\). We assume the two quantum dots at the centers of the dimer cavities and optimal dipole orientation (parallel to the electric field); over these conditions the coupling strength of Eq. (72) is given by

\[
g_{n,\alpha}^* = \sqrt{\frac{2\pi \omega_0 d^2}{\hbar}} E_{y,n}(r_\alpha),
\]

(103)

where \(\omega_0\) and \(d^2\) are the average exciton transition frequency and the square dipole moment which are in the range of \(\sim 1.3\) eV and \(\sim 0.51\) eV nm\(^3\), respectively, for typical self-organized InGaAs quantum dots, and \(E_{y,n}(r_\alpha)\) is the non-vanishing electric field component at the center of the dimer cavities, which is calculated with GME. The
After defining the key parameters of our quantum model, we begin by characterizing the photonic normal modes as channels for quantum entanglement in the steady state. For determining the state with maximum entanglement we define the phase difference between the pumpings $\phi = \phi_1 - \phi_2$ and we write the pumping frequency as $\omega_p = \omega_1 + \delta$ with $\Omega_\alpha = \Omega_0$ (same pumping rates for both dots). Considering the two quantum dots resonant with the lower frequency normal mode, i.e., $\omega^{(1)} = \omega^{(2)} = \omega_1$, and using the calculated GME parameters we compute the negativity by solving the master equation for the steady state density matrix as a function of $\phi$ and $\delta$, with $\phi_2 = 0$. Figure 22 shows the results for the $30^\circ$ dimer at $d_c = 2\sqrt{3}a = 901$ nm, where the vertical black and white dashed lines correspond to the dark state and polariton branches of the system, respectively. The largest entanglement, corresponding to a negativity of $0.103$ or $\sim 20\%$ of the maximum (see Sec. 2.3.2.1), is seen at the dark state with a phase difference of $\pi$. Since the excitonic dark state does not couple effectively to the photonic mode due to their opposite symmetry, the former remains “protected” from the dissipative effects of the latter, allowing the non-zero steady state negativity seen in the figure. The phase difference between the pumpings is determined by the bonding (symmetric) or antibonding (antisymmetric) behavior of the normal mode; for bonding modes the optimal phase difference will be $(2m + 1)\pi$ (antisymmetric excitonic dark state) while for antibonding modes will be $2m\pi$ (symmetric excitonic dark state), with $m$
Figure 22: Steady state negativity for the $30^\circ$ dimer at $d_c = 2\sqrt{3}a = 901$ nm as a function of the phase difference between the pumpings $\phi = \phi_1 - \phi_2$, with $\phi_2 = 0$, and the frequency shift $\delta$, where $\omega_p = \omega_1 + \delta$. The maximum negativity is 0.103. The two quantum dots are in resonance with the lower frequency normal mode and we have considered $\gamma^{(\alpha)} = 0$ and $\hbar\Omega_0 = 1$ µeV.

Taking into account that the largest steady state negativity corresponds to the dark state, at the phase difference determined by the photonic mode in resonance with the quantum dots, we now investigate how the entanglement depends on the dot-dot separation $d_c$. Figure 23 shows the negativity results as a function of the interdot distance, for the $0^\circ$, $30^\circ$, $60^\circ$ and $90^\circ$ dimers, considering $\hbar\gamma^{(\alpha)} = 0$ µeV, black circles, $\hbar\gamma^{(\alpha)} = 0.66$ µeV, red squares, $\hbar\gamma^{(\alpha)} = 3.3$ µeV, blue triangles, and $\hbar\gamma^{(\alpha)} = 6.6$ µeV, green diamonds. The quantum dots are in resonance with the lower frequency normal mode and $\hbar\Omega_0 = 1$ µeV as in Fig 22. We identify a negativity decreasing as a function of the interdot distance in the large $d_c$ region for all dimers, which suggests a proportional dependence of the entanglement on the nor-
Figure 23: Steady state negativity for the dimers $0^\circ$, in (a), $30^\circ$, in (b), $60^\circ$, in (c), and $90^\circ$, in (d), as a function of the distance between the quantum dots $d_c$ considering $\hbar \gamma^{(\alpha)} = 0 \, \mu eV$, black circles, $\hbar \gamma^{(\alpha)} = 0.66 \, \mu eV$, red squares, $\hbar \gamma^{(\alpha)} = 3.3 \, \mu eV$, blue triangles, and $\hbar \gamma^{(\alpha)} = 6.6 \, \mu eV$. The two quantum dots are in resonance with the lower frequency normal mode and $\hbar \Omega_0 = 1 \, \mu eV$. The lines connecting the individual points only serve as a guide for the eye.

Normal mode splitting. The latter is a decreasing-monotone function for large intercavity distances and non-monotonic for intermediated values of $d_c$; in fact, the splitting can increase for increasing intercavity distance at specific dimer configurations (see Fig. 16). Such a phenomenon is clearly reflected in the negativity, i.e., the entanglement increases for increasing $d_c$ into the $d_c$ intervals $[1820, 2080]$ nm and $[2340, 2600]$ nm for panel (a), and $[1040, 1300]$ nm for panel (c); in these cases, the normal mode splitting changes from a very small value to a large value, with respect to the linewidths of the photonic modes. At the other intermediated values of the interdot distances, the negativity is roughly of the order of $\sim 0.1$. Hence, the results of Fig 23 show that when the normal mode splitting is well defined (quite larger than the photonic linewidths), the negativity remains of the order of $\sim 0.1$. The $30^\circ$ dimer, in panel (b), clearly evidences such a behavior; the negativity is a very flat function, around 0.1, up to $d_c = 2252$ nm, where the mode splitting is much greater than the normal mode linewidths. For larger values of $d_c$, the splitting becomes of the order of $\gamma_n$ and the negativity decreases. The $90^\circ$ dimer, in panel (d), is characterized by its rapidly splitting decreasing where $d_c$ increases, consequently, significant values of negativity
are not supported at interdot distances which are larger than the characteristic wavelength of the system. Furthermore, it is very interesting that the entanglement is not strongly affected by the \( \gamma_n \) rates as long as the normal mode splitting is well defined; along the flat region of the \( 30^\circ \) dimer, \( \hbar \gamma_1 \) and \( \hbar \gamma_2 \) change from 67 \( \mu eV \) and 37 \( \mu eV \), to 17 \( \mu eV \) and 16 \( \mu eV \), respectively, when \( d_c \) changes, correspondingly, from 901 nm to 2252 nm. In Sec. 3.2, we showed that the resonant energy transfer between radiatively-coupled quantum dots depends on the quality factor of the normal mode in resonance with the dots, i.e., Eq. (101), where the \( 0^\circ \) configuration is the most convenient in terms of energy transfer, due to its very-high normal mode quality factors (see Fig. 17). Here, we show that when the figure of merit is long-range entanglement, the \( 30^\circ \) dimer is the best choice due to its well defined normal mode splitting even for distances larger than the characteristic wavelength of the system. Results of Fig. 23 also evidence that the entanglement of the dark state is not strongly modified when losses of typical self-organized InGaAs quantum dots are taken into account; state-of-art InGaAs-dot excitonic lifetimes are between the triangle-blue and square-red curves [88, 91, 92], i.e., between 0.2 ns and 1 ns.

As a further loss channel, semiconductor quantum dots are known to be subject to pure dephasing [24, 93]. To complete the study on the dependence of entanglement on the main system losses, in Fig. 24 we investigate the dependence of the steady state negativity on their pure dephasing rates by adding the term of Eq. (81) to the Master equation of Eq. (104). Results are reported for the \( 30^\circ \) dimer at two different interdot distances in panels (a) and (b), and considering the same values of \( \gamma^{(m)} \) rates as in the previous Figure. The steady state
entanglement is not strongly affected by viable experimental pure dephasing rates [94]. In panel (a), where the normal mode splitting is much larger than the photonic linewidth, the negativity is decreased to 82% for $\hbar\gamma^{(m)}_d = 0 \, \mu eV$ at $\hbar\gamma^{(m)}_d = 1 \, \mu eV$ and to ~70% for state-of-art InGaAs quantum dot excitonic lifetimes. For very large intercavity distances, where the splitting is of the order of the normal mode linewidth, the entanglement is more sensible and it is decreased to ~50% at $\hbar\gamma^{(m)}_d = 1 \, \mu eV$ for realistic InGaAs dots. Since we are interested in the strong cavity-cavity coupling regime, i.e., well defined normal mode splitting, and low-loss quantum dot excitonic states, we will safely consider $\gamma^{(m)}_d = 0$ from now on. Equivalent results were obtained for entanglement as a function of the pure dephasing rates in the $0^\circ$, $60^\circ$ and $90^\circ$ dimers.

Since quantum dots are very likely to be detuned due to their inhomogeneous distribution of sizes, we also studied the effect of detuning, between the excitonic transition frequencies, on the entanglement. Figure 25 shows the results of this study for the $30^\circ$ dimer, at the minimum and maximum interdot distances, panel (a) and (b), respectively. The same exciton loss rates of Fig 23 were considered here, but neglecting pure dephasing. The entanglement is a very sensible function of the dot-dot energy detuning, in fact, for $\Delta = 10 \, \mu eV$ the negativity drops from 20% ($\Delta = 0$) to 5%, in panel (a), and from 8% ($\Delta = 0$) to 3%, in panel (b). The presence of the second normal mode at large intercavity distances produces the softer decreasing in the curves of panel (b) in relation with the corresponding curves in panel (a). Radiative coupling between the quantum dots through a photonic mode is possible as long as the non-resonant condition determines a dot-dot detuning smaller than the linewidth of the mode; nevertheless, Fig. 25 evidences that the condition for entanglement between radiatively-coupled quantum dots is more stringent. In panel (a), the line width of the photonic normal mode is 67 $\mu eV$, however, the negativity is near to zero for detuning values larger than 40 $\mu eV$, where the radiative coupling is still present between the dots. In this way, the entanglement is more conditioned by the linewidth of the excitonic states of the dots than by the linewidth of the photonic mode, i.e., the entanglement is sizable when the dot-dot detuning is smaller than the exciton linewidth. We have obtained equivalent results for the $0^\circ$, $60^\circ$ and $90^\circ$ dimers.

We have shown that it is possible to obtain 20% of the maximum entanglement between two radiatively-coupled quantum dots, in the steady state regime, for interdot separations that can be larger than the characteristic wavelength of the system. However, practical applications for quantum information technologies require strongly entangled qubits. Larger values for negativity, proper for practical devices,
Figure 25: Steady state negativity for the $30^\circ$ dimer at $d_c = 2\sqrt{3}a = 901$ nm, panel (a), and $d_c = 7\sqrt{3}a = 3151$ nm, panel (b), as a function of the detuning between the excitonic transition frequencies of the quantum dots, for different exciton loss rates. The dot 1 is in resonance with the lower frequency normal mode, i.e., $\omega(1) = \omega_1$, and $\omega(2) = \omega(1) + \Delta$ with a pumping rate $\hbar \Omega_0 = 1 \text{ meV}$.

can be achieved in the transient dynamics of our system. We focus on the $30^\circ$ dimer, which is the most convenient configuration for entanglement applications, and we consider the two quantum dots in resonance with the lower frequency normal mode, as well as $\hbar \Omega_0 = 1 \text{ meV}$ at the optimal phase difference between the pumpings. The basis $|\alpha_1 \alpha_2 m_1 m_2\rangle$ for solving the dynamics of master equation Eq. (104), is safely truncated at $m_1 = 1$. Figure 26 shows the negativity dynamics up to 6 ns at $d_c = 2\sqrt{3}a = 901$ nm and $\gamma(\alpha) = 0$ for two different initial conditions: one excitation in dot 1, i.e., $|1000\rangle$, and one photon in the lower frequency normal mode, i.e., $|0010\rangle$. The negativity oscillates with a frequency determined by the pumping rate, $\sim \Omega_0/2$, and the amplitude of the oscillations approximates to the maximum negativity, i.e., 0.5, when the initial condition is at the photonic mode; which is the most favorable picture since the two quantum dots are equally populated in time by the field, giving rise to an optimal condition for maintaining the entanglement through the resonant-dot coherent pumping. When we consider an excited dot at $t = 0$, the two quantum dots are not equally populated in time leading to an unfavorable condition for increasing the entanglement between them. As it is physically expected, the amplitude of the oscillations decreases with increasing time, due to the normal mode dissipation, tending asymptotically to the steady state negativity.

Results of Fig. 26 show that the optimal initial condition is considering a populated photonic mode and unpopulated quantum dot at $t = 0$. Nevertheless, this is particularly challenging due to the delocalized nature of the normal mode; for achieving this initial condition it is necessary to prepare a collective state of both cavities at the same time. Here, we propose a different and less challenging
Figure 26: Negativity dynamics in the $30^\circ$ dimer at $d_c = 2\sqrt{3}a = 901$ nm and $\gamma^{(\alpha)} = 0$, considering the initial conditions $|1000\rangle$, in black, and $|0010\rangle$, in red.

approach. Considering dot 2 out of resonance, and dot 1 in resonance with normal mode $\omega_1$, we put the initial condition in dot 1, i.e., $|1000\rangle$, and we wait for a time $\tau$ at which the normal mode 1 is maximally populated. At this time, we bring into the resonance dot 2 with dot 1, which can be accomplished, for example, using the quantum confined Stark effect \cite{24, 90}. All the procedures are done pumping the dots with the frequency of the resonant dark state of the system. We show the results of this numerical experiment in Fig. 27 for the $30^\circ$ dimer at $d_c = 2\sqrt{3}a = 901$ nm, panel (a), and $d_c = 5\sqrt{3}a = 2252$ nm, panel (b), where the same exciton loss rates of Figs. 23 and 25 were considered, and these intercavity distances delimit the flat region in Fig. 23(a). Panel (a) shows that our approach is totally equivalent to consider an initial excitation in the photonic mode, and the amount of entanglement is also near to the maximum in the transient dynamics for $\gamma^{(\alpha)} = 0$. As in Fig. 26, the amplitude of the oscillations decreases with increasing time due to the resonant normal mode dissipation. When exciton losses are taken into account, negativity values around $\sim 0.2$ are obtained for state-of-art quantum dots, however, the presence of this dissipation channel produces an amplitude decreasing which is faster than the corresponding decreasing for $\gamma^{(\alpha)} = 0$, and the steady state is achieved more rapidly. For $d_c = 2252$ nm, in panel (b), the presence of the second normal mode, with the same symmetry of the excitonic dark state, begins to be more relevant in the transient dynamics, providing an additional loss channel for the entangled dots; even for $\gamma^{(\alpha)} = 0$, the steady state regime is rapidly achieved, nevertheless, negativity
values of about $\sim 0.2$ are still obtained for state-of-art quantum dots. In the early dynamics, show in insets of Fig. 27, the fast oscillation frequency is determined by the dot-field couplings $g_{nm}$ and the negativity amplitude by the loss rates; since the normal mode losses $\gamma_m$ are smaller for $d_c = 2252$ nm than for $d_c = 901$ nm, the negativity amplitude is larger for $d_c = 2252$ nm than for $d_c = 901$ nm at this time regime. The transient slow-dynamics (after 200 ps), however, determines large-negativity time intervals which are much greater than the photonic mode and exciton lifetimes, allowing the possibility of practical entanglement applications.
CONCLUSIONS

We have studied the radiative coupling between two distant quantum dots embedded in two identical cavities of a photonic crystal molecule, or photonic crystal dimer, in a planar waveguide geometry by using a semiclassical formalism based on the Green’s tensor. The photonic eigenmodes are found by guided mode expansion, which allows to estimate real and imaginary parts (losses) of the photonic eigenmodes, as well as the spatial mode profiles. Specifically, we have considered two L3 cavities made of three missing holes in a hexagonal lattice, in which field antinodes occur at each cavity center where the quantum dots can be placed. Moreover, we have addressed the possibility of entanglement between radiatively-coupled quantum dots using the normal modes of the photonic crystal dimer as quantum channels for long-range interaction. The amount of entanglement was quantified through the Peres-Horodecki negativity criterion of the dot-dot reduced density matrix, which is computed using the quantum-dissipative master equation. Parameters have been chosen to describe current systems typically fabricated with III-V semiconductors, such as InGaAs quantum dots in GaAs thin membranes.

Irrespective of the coupling angle between the two cavities (0°, 30°, 60°, 90°, respectively), we have shown that the effective interdot coupling is enhanced when the quantum dots are in resonance with either of the two normal modes of the photonic crystal dimer. Under such resonance conditions, and in the strong cavity-cavity coupling regime, the interdot coupling strength is actually proportional to the quality factors of the normal modes (bonding or antibonding), and it can be of the order of 1 meV for the cases considered in present study, which is at least an order of magnitude larger than typical values achieved in one-dimensional systems [26, 87]. Since these quality factors can also increase as a function of the inter-cavity distance, tending to the limiting value set by the isolated cavity mode (in the 10^5 range for the present case), then the radiative coupling can also increase with distance. Moreover, since the quality factors remain approximately constant at large distances, the radiative coupling can also remain constant at inter-dot separation that is significantly larger than their characteristic emission wavelength. Eventually, the mutual quantum dot coupling goes to zero when the normal mode splitting is blurred by their linewidth. We have also shown that our results on radiative coupling are robust against positioning disorder of the quantum dots considering the precision achieved by modern sample
fabrication techniques, and are also relatively robust against a structural disorder of the photonic crystal dimer of the same magnitude of the cavity-cavity coupling constant. Our calculations show that the effective energy transfer between the quantum dots is much more affected by the structural disorder than by the non-perfect positioning of the quantum dots. The degree of structural disorder which maintains almost unaltered the effective coupling strength between the dots is somewhat around five times smaller than what is presently achieved [95]. Nevertheless, for a structural disorder compatible with the state-of-art in GaAs or InGaAs structures the effective radiative dot-dot coupling is still an order of magnitude larger than previously studied disordered systems [29].

Into the quantum steady state regime and resonant condition, we have found that the largest entanglement between radiatively coupled quantum dots is obtained at the excitonic dark state of the system, pumping the dots with a phase difference of $(2n + 1)\pi$, for bonding resonant normal modes, and of $2n\pi$ for antibonding resonant normal modes, where $n$ is an integer number. The largest negativity value achieved in this regime is $\sim 0.1$, i.e., 20% of the maximum, and remains of the same order of magnitude as long as the normal mode splitting is well defined, i.e., much greater than the photonic linewidths. These results are shown to be robust against the main sources of quantum dot decoherence, such as spontaneous emission and pure dephasing. Furthermore, when the splitting is of the order of the photonic linewidths, the negativity is proportional to the normal mode splitting. On the other hand, where dot-dot detuning is considered in the system, the entanglement is sizable only for detunings which are smaller than the exciton linewidths; therefore, dot-dot radiative coupling, determined by the photonic linewidths, is a necessary but not a sufficient condition for entanglement between the quantum dots. We have also shown that when the figure of merit is long-range entanglement the 30° dimer is the most convenient configuration due to its very-well defined normal mode splitting, even at intercavity distances which are larger than the characteristic wavelength of the system. Our steady state results on entanglement showed to be robust for state-of-art InGaAs quantum dots. We have also studied the transient dynamics of the system with the aim of obtaining much more entangled qubits, with respect to the steady state regime, proper for applications in quantum information technologies. We found that an optimal condition for initializing the system is guaranteed by considering an initial excitation in the resonant normal mode, where long-time negativity oscillations with a frequency determined by the exciton pumping rate are seen with a period much larger than the photon and exciton lifetimes. Finally, based on these results, we proposed a different and totally equivalent approach for
generating the same long-time entanglement oscillations in practical devices, by initializing the system with an excitation in one of the quantum dots (less challenging task). Negativity values of the order of \(~0.2\), i.e. 40% of the maximum, were obtained for state-of-art In-GaAs quantum dots in our proposed device.

We notice that the conclusions drawn in the present work can be extended to any type of photonic dimer, in principle. In fact, while the mentioned values of the radiative coupling strength and negativity are quantitatively valid for the specific systems considered here, it is still general the conclusion that the radiative coupling and entanglement between quantum dots in photonic dimers remains sizable even at significantly large inter-dot distances when two identical cavities are in the strong cavity-cavity coupling regime. Therefore, in view of the present conclusions, it is particularly relevant realizing photonic crystal dimers with normal mode splitting resolved even at very large distances for long-range quantum dot interactions.

Future developments of this work will be focused on the non-resonant energy transfer between the quantum dots in photonic crystal dimers. The present semiclassical formalism allows us to quantify the radiative coupling between the quantum dots at the same excitonic transition frequency; however, non-resonant radiative interactions through photonic modes whose linewidth is larger than the dot-dot detuning are not considered in the formulation. Since quantum dots are very likely to be detuned, the question of how the radiative coupling depends on the dot-dot detuning is quite relevant for practical applications. In the same direction, we have not quantified the effective photon-mediated interaction within the quantum mechanical formalism, in which energy detunings between the quantum dots can be naturally taken into account. Therefore, this will be also focus of future studies on photonic crystal chips with embedded quantum dots.

As a final remark, we believe that photonic molecules, as the ones studied in the present thesis, could be extremely promising in view of entangling distant qubits for applications in quantum information processing in integrated photonic circuits.
Defects on photonic crystals break the translation symmetry of the Bravais lattice, and the electromagnetic fields cannot adopt anymore the Bloch-Floquet form of Eq. (10). Nevertheless, it is possible to consider a cell with larger area containing the defect points with several periods of the defect-free Bravais lattice. Such a cell, which corresponds to a new Bravais lattice with larger period, is known as supercell, and allow us to write the electromagnetic fields in the Bloch-Floquet form. The supercell period must be chosen such that the coupling between defects from neighbor supercells be negligible. Figure 28 shows a schematic representation of a supercell in a square lattice of circular holes, where a missing hole at the center of the supercell represents the defect.

The dielectric Fourier coefficients of a photonic crystal with defects can be calculated using Eq. (27) by considering the periodicity of the new Bravais lattice with the cell period given by the supercell. This Fourier integral is usually lengthy and tedious to calculate in a straightforward way, therefore, we present here two different approaches to easily compute such coefficients through simple superpositions.

Let us denote by $\epsilon_T(\mathbf{r}_l)$, $\epsilon_b(\mathbf{r}_l)$ and $\epsilon_{D\text{SH}}^{(1)}(\mathbf{r}_l - \mathbf{r}_{l,j})$, the dielectric functions of the whole structure (with defect), regular structure (without
defect) and regular structure with the hole at position $\mathbf{r}_{||,j}$, respectively. Where $\mathbf{r}_{||}$ represents the in-plane coordinate vector of the periodic pattern. We then write

$$
\epsilon_T(\mathbf{r}_{||}) = \epsilon_b(\mathbf{r}_{||}) + \sum_j \epsilon_{sh}^{(j)}(\mathbf{r}_{||} - \mathbf{r}_{||,j}),
$$  \hspace{1cm} (106)

where $\epsilon_b$ is equal to the dielectric constant of the slab outside the corresponding hole, i.e., $\epsilon_s$, and is equal to the dielectric constant of the hole inside the corresponding hole, i.e., $\epsilon_h$. Moreover, $\epsilon_{sh}$, inside the corresponding hole, is equal to $\epsilon_s - \epsilon_h$ for removing holes and equal to $\epsilon_h - \epsilon_s$ for creating holes, and is always equal to $0$ outside the corresponding hole. Notice that Eq. (106) gives the dielectric function of the crystal with defects as a superposition of the regular or background crystal (without defects) and separated defects, either to fill or to create holes. The following periodicity conditions must be fulfilled by the dielectric functions:

$$
\begin{align*}
\epsilon_T(\mathbf{r}_{||}) &= \epsilon_T(\mathbf{r}_{||} + \mathbf{R}_S) \\
\epsilon_b(\mathbf{r}_{||}) &= \epsilon_b(\mathbf{r}_{||} + \mathbf{R}_S) = \epsilon_b(\mathbf{r}_{||} + \mathbf{R}) \\
\epsilon_{sh}^{(j)}(\mathbf{r}_{||}) &= \epsilon_{sh}^{(j)}(\mathbf{r}_{||} + \mathbf{R}_S),
\end{align*}
$$  \hspace{1cm} (107)

where $\mathbf{R}_S$ and $\mathbf{R}$ denote the lattice vector of the crystal with supercell and the regular crystal (without supercell), respectively. The dielectric functions are now expanded in a set of plane waves with the periodicity of the corresponding reciprocal lattice

$$
\sum_{\mathbf{G}_S} \epsilon_T(\mathbf{G}_S)e^{-i\mathbf{G}_S \cdot \mathbf{r}_{||}} = \sum_{\mathbf{G}} \epsilon_b(\mathbf{G})e^{-i\mathbf{G} \cdot \mathbf{r}_{||}} + \sum_{j,\mathbf{G}_S} \epsilon_d(\mathbf{G}_S)e^{-i\mathbf{G}_S \cdot \mathbf{r}_{||}}e^{i\mathbf{G}_S \cdot \mathbf{r}_{||}},
$$  \hspace{1cm} (108)

where $\mathbf{G}_S$ and $\mathbf{G}$ denote the reciprocal lattice vectors of the crystal with supercell and the regular crystal (without supercell), respectively. By multiplying Eq. (108) by $e^{-i\mathbf{G}_S \cdot \mathbf{r}_{||}}$ and integrating over the supercell area, we obtain the following expression for the Fourier coefficients of $\epsilon_T(\mathbf{r}_{||})$:

$$
\epsilon_T(\mathbf{G}_S) = \delta_{\mathbf{G}_S,\mathbf{G}_S}\epsilon_b(\mathbf{G}) + \sum_j \epsilon_d(\mathbf{G}_S)e^{i\mathbf{G}_S \cdot \mathbf{r}_{||}}.
$$  \hspace{1cm} (109)

The condition $\delta_{\mathbf{G}_S,\mathbf{G}_S}$ in Eq. (109) means that only the coefficients $\epsilon_b(\mathbf{G})$ with $\mathbf{G} = \mathbf{G}_S$ contribute to $\epsilon_T(\mathbf{G}_S)$, which implies that the ratio between the area of the supercell and the area of the regular unit cell must be an integer number. Taking into account that $\epsilon_b(\mathbf{G})$ and $\epsilon_d(\mathbf{G}_S)$ functions have the same mathematical form, and the differences between them are the period and the values of the dielectric constants inside and outside the holes, the coefficient $\epsilon_T(\mathbf{G}_S)$ is totally determined by the Fourier coefficient of the regular unit cell.
Therefore, the calculation of the integral in Eq. (27) over the all holes in the supercell, is reduced in Eq. (109) to the calculation of the integral over a single hole.

Equation (109) is very useful where the defects are created by a small quantity of missing or modified holes in the photonic crystal. However, for disorder calculations in which all the holes are modified, such a method is not efficient because we would need to remove all the holes, and then, create them again with different radii. A better approach consists in directly creating the desired holes in a homogeneous background dielectric medium. Thus, we write the dielectric function of the whole structure in the form

$$\epsilon_T(r_{||}) = \epsilon_s + \sum_j \epsilon_h^{(j)}(r_{||} - r_{||j})$$

where \( \epsilon_s \) denotes dielectric constant of the background slab dielectric medium, and \( \epsilon_h^{(j)} \) is equal to \( \epsilon_h - \epsilon_s \) and 0, inside and outside the corresponding hole, respectively. By applying the same procedures to obtain Eq. (109) from Eq. (106), we get the following expression for the Fourier coefficients of \( \epsilon_T(r_{||}) \):

$$\epsilon_T(G_S) = \delta_{G_S,0}\epsilon_s + \sum_j \epsilon_d(G_S)e^{iG_{S}r_{||j}}.$$  

where \( j \) runs over the all holes inside the supercell. In the present work, we employed Eq. (109) for calculating the Fourier coefficients of the dimers without disorder, and Eq. (111) was employed for disorder calculations.

The supercell method is a good approximation for studying defects when the size of the supercell is large enough to consider as negligible the coupling between defects from neighbor supercells. However, this coupling is not zero and it is always present on the defect bands, originating numerical dispersions in the group velocity of the mode. For example, point defects, which should have zero group velocity, appears in the band diagram with small curvatures giving rise to a non-zero group velocity along the irreducible Brillouin zone. This numerical artifact becomes more problematic for small supercells in comparison with the characteristic exponential decay-length of the field outside the defect region. The criterion to choose the supercell dimensions is then given by the flatness of the defect bands whose group velocity should be null: the defect band must be flat in comparison to the band edges defining the band gap of the photonic crystal. In addition to this, for photonic crystal molecules, the normal mode bands must be also flat in comparison with themselves. Since the numerical dispersion is always present even for large supercells, we take the average of the band over the irreducible Brillouin zone,
and we consider such average as the quantity with physical meaning in the calculation. This averaging procedure has shown to be in good agreement with “exact” calculations in finite systems given by finite-difference time-domain (FDTD) methods [48].
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